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JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

ABSTRACT. The purpose of this paper is to give a proof of the Verlinde formu-
las by applying the Riemann-Roch-Kawasaki theorem to the moduli space of
flat G-bundles on a Riemann surface ¥ with marked points, when G is a con-
nected simply connected compact Lie group G. Conditions are given for the
moduli space to be an orbifold, and the strata are described as moduli spaces
for semisimple centralizers in G. The contribution of the strata are evaluated
using the formulas of Witten for the symplectic volume, methods of symplectic
geometry, including formulas of Witten-Jeffrey-Kirwan, and residue formulas.
Our paper extends prior work by Szenes and Jeffrey-Kirwan for SU(n) to gen-
eral groups G.
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INTRODUCTION

The Verlinde formula [58], [3] computes the dimension of spaces of holomorphic
sections of canonical line bundles over the moduli space M of semistable G¢-
bundles on a Riemann surface ¥ with marked points, with G a connected and
simply connected compact Lie group. For a given “level” p, the Verlinde formula
is a sum over the finite collection of weights parametrizing the representations of
the central extension of the loop group LG at level p. This formula, discovered by
Verlinde in the context of quantum field theory, has received a number of rigorous
proofs first for G = SU(2) by Thaddeus [53], Bertram and Szenes [7] and Szenes [50]
(see also Donaldson [16] and Jeffrey-Weitsman [29] for related questions), and for
more general groups by Tsuchiya-Ueno-Yamada [55], Beauville-Laszlo [4] (for G =
SU(n)), Faltings [19], Kumar, Narasimhan, Ramanathan [36] for general groups
G. A common feature of many of these proofs is that establishing the fusion rules
for the Verlinde numbers is an essential step in the proof, a second step being the
description of the fusion algebra.

The purpose of this paper is to give a proof of the Verlinde formula for connected
simply connected compact Lie groups, by methods of symplectic geometry. This
program has been already carried out by Szenes [51] for SU(3), and Jeffrey-Kirwan
[28] in the case of SU(n). The main point of the paper is to extend their approach
a to general groups. More precisely, we will obtain the Verlinde formula by an
application of Riemann-Roch.

The theorem of Narasimhan-Sheshadri [44] asserts that M can be identified with
the set of representations of 71 (X) with values in G, with given conjugacy classes of
holonomies at the marked points. For generic choices of holonomies, this last space
is a symplectic orbifold (M/G,w), which carries an orbifold Hermitian line bundle
with connection (A, V"), such that ¢;(\?, V*") = pw. In particular the orbifold
M/G is complex. This orbifold carries a canonical Dirac operator D, +, unique up
to homotopy. Its index Ind(D,, ;) is the Euler characteristic of A?. We will compute
the index Ind(D, +) using the formula of Riemann-Roch-Kawasaki [30, 31]. We
show that, for p large, it is given by the Verlinde formula. The fact that p has
to be large may be related to the fact that a priori, higher cohomology may well
not vanish for small p. In fact, the Verlinde is a formula for dim H°(M, A\P), while
Ind(D,, +) is the corresponding Euler characteristic. For non generic holonomies,
we also show that small perturbations of the holonomies still produce an orbifold
moduli space. For suitable perturbations, we show that for any p, the index of
the corresponding Dirac operator D, ; is still given by the Verlinde formula. The
typical case where such a perturbation is needed is when ¥ does not have marked
points.

Our proof contains various interrelated steps.

e A first step is the description of the strata of the orbifold moduli space M/G.
These strata are in fact moduli spaces for the semisimple centralizers in G. Up
to conjugacy, there is only a finite family of such centralizers. In general, they
are non simply connected. The strata split into a union of substrata indexed
by the fundamental group of the centralizers. The description of the geometry
of M/G involves results contained in Sections 1, 4, 5, 6. Observe that if G =
SU(n), there are no non trivial semisimple centralizers, which explains the
smoothness of the moduli space M /G (this case which was already considered
by Jeffrey-Kirwan [28]).
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A second step consists in reproving Witten’s formula [59] for the symplectic

volume of the moduli spaces.

e Another step is the detailed construction of the orbifold line bundle AP. Also
we have to compute the action of the finite stabilizers of elements of M on
AP, This is done in Sections 4 and 5.

e In Section 5, we show that the formalism of the moment map can be applied
to each stratum of the moduli space. In Section 6, we use a formula of Witten
[60] and Jeffrey-Kirwan [26] (see Vergne [57]) to express the contribution of
each stratum as the action of a differential operator on a locally polynomial
function on a maximal torus 7. This locally polynomial function is just the
symplectic volume of a deformation of the moduli space M/G.

o Witten’s formula [59] for the deformed symplectic volume of each stratum is a
Fourier series on T'. In order to calculate the contribution of each stratum ex-
plicitly, it is of critical importance to express Witten’s formula using residues
techniques, which will make obvious the fact that the given Fourier series is
indeed a local polynomial on 7. These residue techniques are developed in
Section 2.

e In Section 7, we give a residue formula for the index of the Dirac operator on
M/G, by putting together the contribution of all strata.

e Another step is to express the Verlinde sums as residues. This step, which is
carried out of Section 7, has many formal similarities with what is done in
Section 2 for the Fourier series on T'.

e In Section 8, a comparison of the results of Sections 6 and 7 leads us to our

main result.

We now review our techniques in more detail.

1. The residue techniques

Residue techniques play an important role in the whole paper, in order to con-
vert the Witten Fourier series [59] for the symplectic volumes into expressions which
make them local polynomials in an “obvious” way, so that differential operators can
be applied to these polynomials. Similar residue techniques are also applied to the
Verlinde sums.

Szenes [51, 52] initiated the use of residue techniques to treat Verlinde formulas.
In [51], Szenes applied such residue techniques to the case of SU(3) and obtained
the corresponding Verlinde formulas. In [52], Szenes developed a cohomological
approach in terms of arrangement of hyperplanes to treat the Witten sums for any
group G. In [28], Jeffrey and Kirwan gave a related treatment of the Verlinde
formulas for SU(n).

In the present paper, multidimensional residues are used in a rather “naive” way.
The Witten sums are expressed as sums over a lattice identified to Z". We compute
the given sums by summing in succession in the variables kq,... , k. € Z, and by
applying standard residue techniques to these one dimensional sums. Handling the
recursion requires the development of a trivial, but heavy linear algebra. We believe
that Szenes techniques [52] can put put to fruitful use to give a more conceptual
approach to this part of our work.

2. A combinatorial description of the moduli spaces
Let Oy, ..., O be s adjoint orbits in G. Put X = G?9 xH;Zl Oj. Let¢p: X = G
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be given by
g s
(0.1) A(U1,V1, ..., Ug, Vg, W1, ... , Ws) = H[ui,vi] H wj.
i=1 =

Put M = ¢71(1). Under a genericity assumption on the 0;,1 < j < s, the
condition (A) of Definition 5.17, which requires that s > 1, in Theorem 5.18, we
show that M is a smooth manifold on which G acts locally freely. The moduli space
is the orbifold M/G.

To prove Witten’s formula [59], we show in Theorem 5.44 that the image by ¢
of the Haar measure on X has a density with respect to the Haar measure on G,
which is essentially given by the symplectic volume of the quotient fibres of ¢, ,
which are themselves moduli spaces with an extra marked point . This approach
was initiated by Liu [37, 38], who showed in particular that the differential of ¢ can
be expressed in terms of the combinatorial complexes which compute the absolute
and relative cohomology of the flat adjoint bundle E. Inspired by Witten [59, 60],
Liu gave a special role to the heat kernel on the group G to establish Witten’s
formula, while in our approach, we do not use any heat kernel. Needless to say, the
heat kernel on G remains crucial in understanding connections with 2-dimensional
Yang-Mills theory, and also with Witten’s non Abelian localization [60].

3.Moment maps and the quantization conjecture

In Sectlon 5.10, under genericity assumptions, we show that a G-invariant nelgh—
borhood X of M in X can be equipped with a symplectic form, that G acts on X
with a moment map, and that the standard symplectic structure on the > quotients
on the fibres of ¢ included in X come from the symplectic structure on X. We can
then use directly the formulas of Witten [60] and Jeffrey-Kirwan [26] to express the
integrals of certain characteristic classes in terms of differential operators acting on
the symplectic volume of the fibres.

When the genericity assumptions are not verified, we replace the given moduli
space by a generic perturbation, which still carries a Dirac operator to which the
Riemann-Roch-Kawasaki theorem [30, 31] can be applied. We then show that the
above index results still hold.

We will now put our results in perspective from the point of view of geomet-
ric quantization, especially in connection with the Guillemin-Sternberg conjecture
[22]. By Atiyah-Bott [2, Section 9], we know that when there is one marked point
with central holonomy, M /G is a symplectic reduction of the affine space A of G-
connections with respect to the action of the gauge group %G, which acts on A with
a moment map g, which is the curvature, so that M/G = p=(0)/SG. Similarly
the line bundle AP is itself the reduction of a universal line bundle LP on A. This
theory can be extended to the case with marked points (this we do in part in Sec-
tion 4 and 5). If A was instead a compact manifold, and G a compact connected
Lie group, the Guillemin-Sternberg conjecture [22] asserts that the Riemann-Roch
number of (M/G, AP) is equal to the multiplicity of the trivial representation in the
action of X.G on the cohomology of LP. The Guillemin-Sternberg conjecture has
been proved in various stages, the most general result being given by Meinrenken
[39],]40] (for a more analytic proof, see Tian and Zhang [54]). In Meinrenken’s
formalism, when the considered group does not act locally freely on x~1(0) , one
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replaces 0 by any regular value of u close to 0 , and one still gets a corresponding
version of Guillemin-Sternberg’s conjecture.

A new twist has been introduced to the story of the proof of the Verlinde formula
in work by Meinrenken and Woodward [41], [42], Alekseev, Malkin, Meinrenken [1],
and later work by these authors. In [41, 42], Meinrenken and Woodward gave a
symplectic proof of the fusion rules for the Verlinde numbers. In [1], the authors
develop a theory of group actions with moment maps taking their values in the
given Lie group G. This theory is in fact a theory of the standard moment map for
an action of a central extension of the loop group LG. The space M is the prototype
of such a manifold, the moment map being just ¢. These authors then develop a
localization formula in equivariant cohomology, which is an analogue of the formula
of Duistermaat-Heckman [18], Berline-Vergne [5]. By using the theory of symplectic
cuts and the previous results by Meinrenken [39, 40] on the Guillemin-Sternberg
conjecture, they announce a proof of the Verlinde formulas.

In some way, our paper represents a direct attempt to prove Verlinde formulas
directly, by a method which resembles the proof given by Jeffrey-Kirwan [27] of
the Guillemin-Sternberg conjecture. The proof of [27] consists in extracting the
Riemann-Roch number of 1~1(0)/XG from the Lefschetz formulas.

Our paper is organized as follows. In Section 1, we establish basic simple facts on
compact simply connected simple Lie groups and their semisimple centralizers. In
Section 2, we develop our basic residue techniques in several variables. In particular,
we express certain Fourier series on T, which are local polynomials, as residues. In
Section 3, we reestablish well-known results on symplectic actions with moment
maps, and we give a proof of the formula of Jeffrey-Kirwan. In Section 4, we
construct the canonical line bundle L on the moduli space of G-connections on the
Riemann surface ¥ with fixed holonomy at the given marked points. We show that
a suitable central extension of the gauge group G acts on L, and we compute the
action of certain stabilizers on L and on a related line bundle A,. In Section 5, we
describe the moduli space M/G. We show that the formalism of the moment map
can be applied to the action of G on M. We apply the formula of Witten [60] and
Jeffrey-Kirwan [26] to the moduli spaces associated to semisimple centralizers. Also
we give a formula for ¢;(T'M/G). In Section 6, we apply the theorem of Riemann-
Roch-Kawasaki to the orbifold M/G, and we give a residue formula for the index
Ind(D,, +). In Section 7, we give a residue formula for the Verlinde sums. Finally
in Section 8, we compare Ind(D,, +) and the Verlinde formula, and give a number
of conditions under which they coincide.

The results contained in this paper were announced in [12].
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1. SIMPLE LIE GROUPS AND THEIR CENTRALIZERS

Let G be a connected and simply connected compact simple Lie group. The pur-
pose of this Section is to give the basic facts which will be needed in the description
of the strata of the moduli space of flat G-bundles on a Riemann surface Y. This
involves in particular a complete description of the semisimple centralizers in G.

This Section is organized as follows. In Section 1.1, we recall elementary prop-
erties of roots and coroots. In Section 1.2, we construct the basic scalar product on
the Lie algebra g of G. In Section 1.3, we compute the volume of a maximal torus
T. In Section 1.4, we relate the quadratic form attached to a representation to the
basic quadratic form. In Section 1.5, we introduce the dual Coxeter number. In
Section 1.6, we construct an embedding of the center Z(G) in the Weyl group W.
In Section 1.7, we give simple properties of the element p/c € T, in particular in its
relations with the center Z(G). In Section 1.8, we review elementary properties of
the characters of G. In Sections 1.9-1.12; we describe the semisimple centralizers,
and give some of their properties. In Section 1.13, we consider the intersection of
an adjoint orbit with such a centralizer. Finally in Section 1.14, we recall vari-
ous properties of the stabilizers of elements of g, and we construct the symplectic
structure on the coadjoint orbits, and the corresponding line bundles.

1.1. Roots and coroots. Let G be a connected simply connected simple compact
Lie group of rank r. Let g be its Lie algebra, let g* be its dual. Let T" be a maximal
torus in G, let t be its Lie algebra, let t* be its dual. Let W be the corresponding
Weyl group.

We will denote the composition law multiplicatively in G, but often additively
inT.

Let I C t be the lattice of integral elements in t, i.e.

(1.1) F'={tet,exp(t)=1inT}.
Let A =T C t* be the lattice of weights in t*, so that if h € ', A € A,
(1.2) (\MRh)eZ.

Let R = {a} C A be the root system of G. Then R is a finite family of elements
of A, which span t*. Let R C A be the lattice generated by R, let R" ST be the
lattice dual to R.

Let CR = {hs} C t be the family of coroots attached to R. Let CR C t be the
lattice generated by C'R, let CR™ C t* be the corresponding dual lattice. Since G
is simply connected, by [15, Theorem V.7.1],

(1.3) I'=CR,

A=CR .
Let Z(G) be the center of G. By [15, Proposition V.7.16],
(1.4) R JCR=Z(G).

Let R, Ry and C'R,,C Ry be the short, long roots and coroots. Note that R,
corresponds to CR; and Ry to CRs. Recall that G is said to be simply laced if
all the roots (or coroots) have the same length. In this case, all the roots will be
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considered as long, and the coroots as short, so that
(1.5) R,=0,
CRy=0.

In the sequel, when G is simply laced, any statement concerning R or C Ry should
be disregarded.

Let Ry, Ry, CRy, CR, be the lattices generated by Ry, Ry, CRy, CR,. It follows
from the classification of Lie groups that

(1.6) CR, =CR,
R;=R.
Note that when G is simply laced, the second equality in (1.6) is empty.
1.2. The basic scalar product on the Lie algebra.
Definition 1.1. Let (, ) be the G-invariant scalar product on g such that if |.]

is the corresponding norm, if h, € C' Ry,
(1.7) Ihal? = 2.

If G is not simply laced, there is one m € N (equal to 2 or 3) such that if
ho € CR@,

(1.8) [hall* = 2m.
By [15], if f, f’ € CR,
(1.9) (f,f)ez.

Using (, ), we may and we will identify t and t*. By [15, V, eq. (2.14)], under
this identification, if « € R, if h, € C'R corresponds to «, then

2
(1.10) o= Wha.
By (1.10) , we find that
(1.11) CRCRNR".
Also, by (1.6), (1.8), (1.10),
(1.12) CR = Ry,

CR;=mR.

By (1.12),
(1.13) mR C Ry C R,

mCR c CR, c CR.
From (1.12),(1.13),
(1.14) mCR=mRy; C CRy=mRC CR
—~ CR, - CR R
ZRgC—ZZRC—Z—Z.
m m m

Also
(1.15) I'=CRCRNR cCR =A.



10 JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

Observe that the Weyl group W preserves all the objects which have been con-
structed above. Also note that

(1.16) T =t/CR.
Moreover T’ = t/R" is a maximal torus in the adjoint group G’ = G/Z(Q).
1.3. The volume of T'. Let Vol(T') be the volume of T for the metric (,).

Proposition 1.2. The following identity holds

(1.17) Vol(T)? = |CR"/CR).

Proof. Consider the exact sequence of lattices

(1.18) 0—CR—CR —CR /JCR— 0,
which induces the exact sequence

(1.19) 0— CR /CR—t/CR—t/CR —0.
From (1.19), we obtain

(1.20) Vol(t/CR) = |CR" /CR|Vol(t/CR").

Now t/CR and t*/CR ~t/CR are dual tori. Therefore
(1.21) Vol(t/CR)Vol(t/CR') = 1.
By (1.20), (1.21), we obtain (1.17). The proof of our Proposition is completed. O

Proposition 1.3. The following identity holds

(1.22) Vol(T)? = | Z(G)| |R/Ry| .
In particular, if G is simply laced,

(1.23) Vol(T)? = | Z(G)].

Proof. Clearly

(1.24) ICR'/CR| = |CR"/R| [R/CR.
Also by (1.4),

(1.25) (CR"/R)*=R'/CR=Z(G).

From (1.12), (1.17 ), (1.24), (1.25), we get (1.22) . The identity (1.23) follows. O

1.4. The quadratic form attached to a representation. Assume temporarily
that G is a compact connected semisimple Lie group, which is not necessarily simply
connected. Otherwise, we use the notation of Sections 1.1-1.3.

Let 0 : G — Aut(V) be a finite dimensional representation of G.

Definition 1.4. If A, B € g, put
1
(1.26) (A,B)? = RTrV[a(A)a(B)].
Then ( , ) is an ad-invariant symmetric bilinear form on g.
Let x € R +— [z] € [0,1] be the periodic function of period 1 such that for
x € [0,1], [z] = .
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Proposition 1.5. Ifu € E*, h €T, then
(1.27) (u,h)” € Z.
Proof. Let M C A be the set of T-weights in the representation ¢. Then
(1.28) (u, h)? == (\u)(\h).
XeM
Also for A € M, (\, h) € Z. Therefore, mod(Z),
(1.29) (u,h)7 == (A w)](A, h)

AEM

== > (> Ah).

€01l (RO,

Also the image of uwin T' = /T lies in Z(G).Therefore the representation o splits into
a sum of representations on which u acts like e?*™*,0 < s < 1. The corresponding
T-weights are given by {\ € M, [(A,u)] = s}. Since G is semisimple

(1.30) > oA=0

AEM
(3 ub]=s

From (1.29), (1.30), we get (1.27) . The proof of our Proposition is completed. O

1.5. The dual Coxeter number. Again we assume that G is a connected and
simply connected simple compact Lie group. Also we use the assumptions and
notation of Sections 1.1-1.3.

Let K C t be a Weyl chamber. Let Ry be the corresponding system of positive
roots, so that

(1.31) R=R.UR_.
Then
(1.32) K ={tet, foranya € Ry, (o, t) > 0}.

Let P C t be the alcove in K whose closure contains 0. Then
(1.33) P={tet, forany a« € Ry, 0 < (a,t) < 1}.

Since G is simple, the adjoint representation of G’ on g is irreducible. The cor-
responding T-weights are given by {0} U R. Let avg € R4+ N Ry be the corresponding
highest root. Then

(1.34) P ={te K, {ap,t)y <1}.
Definition 1.6. Let p € t* be given by
1
(1.35) P=s3 Z .
aER

By [15, Proposition V.4.12], if & € R is a simple root, {p, h,) = 1. In particular
peCR ,and p € K.

Definition 1.7. Let ¢ € N be the dual Coxeter number, given by
(1.36) c¢={p,hay) + 1.
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Let 7 : G" — Aut(g) be the adjoint representation. Then by [45, p 285], [21, eq.
(1.6.45)],

(1.37) ()T = —2¢(,).

Proposition 1.8. Ift e t,

(1.38) ct = Z (a, t)au.
aER

In particular
(1.39) ¢R" CR.

Proof. Since {0} U R are the T-weights of 7, if t, ¢’ € ¢,

(1.40) ()T ==2 Y (a,t){a,t)).
aER
Using (1.37), (1.40), we get (1.38). From (1.38), (1.39) follows. O

Recall that we have identified t and t* by (,). Then ag = hq,. In particular, for
any a € Ry,

(1.41) 0 < {a,p/c) <1,
ie. p/ce P.

Definition 1.9. For t € t, put

(1.42) o(t) = H (em(et) — gmimlant)),
acRy
Equivalently,
(1.43) o(t) = e¥mirt) H (1 — e2im(at)),
acRy

By (1.43), we find that o(¢) descends to a function defined on 7' = t/CR.
Recall that W is the Weyl group of G . If w € W, set

(1.44) €w = det(w]y).
Then by [15, Theorem VI.1.7], if w € W)t € t,

(1.45) o(wt) = eyo(t).
Put
(1.46) ¢=|R4|.

Now we recall a result stated in [3, Lemma 9.17].
Proposition 1.10. The following identity holds
(1.47) (io(e??))? = |CR"/cCR).
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1.6. An embedding of the center in the Weyl group. By [15, Theorem V.4.1],
wK N K # ( if and only if w = 1.
Take ¢ € Z*. Then |, ey w(gP N CR") is a disjoint union of finite sets.

Proposition 1.11. The set |J,,cy w(gP N ﬁ*) embeds naturally as a subset of
CR"/qCR. More precisely,

(1.48) | w(@PnCR") ={\ e TR /qCR,0*(\/q) # 0}.
weWw
Also
(1.49) ¢cPNCR = {p}.

Proof. Let Wog = W x CR be the affine Weyl group. By [15, Proposition V.7.10],
Wag acts freely and effectively on the set of alcoves in t. Thus we get (1.48). If
A€ cPNCR’, then A € CR N K. By [15, Note V.4.14],

(1.50) A—peCR,=CR NK.
Also, by (1.36),
(1.51) (pyhag) =c—1.
Since ag = hq,, by (1.34), since X € cP,
(1.52) (A hay) < c.
By (1.50)-(1.52), we obtain
(1.53) 0< (A —p,ha,) < 1.
Since (A — p, hq,) € N, from (1.53), we obtain
(1.54) A=p.
The proof of our Proposition is completed. [l

Proposition 1.12. Let f be a W-invariant function on CR" /qCR. Then

(1.55) Yo fN=wl Y Y
AECR™/qCR AegPNCR”
a2(X/a)#0
Proof. This is a trivial consequence of Proposition 1.11. [l

Proposition 1.13. The set qPNCR. embeds naturally into {\ € ﬁ*/qﬁ*, a%2(\/q) #
0}.

Proof. By (1.33), (1.42), if A € ¢P, then 02(\/q) # 0. Let \,\ € ¢P NCR, and
assume there is p € R’ such that

(1.56) A= XN =qpu.

By (1.33), for o € R4,

(1.57) —qg < {a,A\=\) <q,
and so

(1.58) -1 <{a,p) <1.
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Since p € R, for a € Ry, (a, i) € Z. By (1.58), we get

(1.59) p=0.

The proof of our Proposition is completed. O
Proposition 1.1%. IfAeCR", 02(\/q) #£0, thereisw e W, N € qPNCR" such
that w\ — N € qR .

Proof. Take A\ € CR. Then by [15, Proposition V.7.10], there exists w € W,
h € P, f € CR, such that

A
Clearly qf € qCR. Also by (1.45),
(1.61) a*(\q) = o*(h).
So if 02(\/q) # 0, then o?(h) # 0, so that h € P. The proof of our Proposition is
completed. O

Recall that Z(G) = R /CR. Also W acts trivially on Z(G) C G. Equivalently
iffeR ,weWw
(1.62) wf — f €CR.

If g € G, let Z(g) C G be the centralizer of g, let 3(g) be its Lie algebra. By [14,
Corollaire 5.3.1] , since G is simply connected, Z(g) is a connected Lie subgroup of
G.

An element ¢ € T is said to be regular (resp. very regular) if 3(¢t) = t (resp.
Z(t) = T). By the above, t € T is regular if and only if ¢ is very regular. Let
Treg C T be the set of regular elements in T. By [15, Proposition V.7.10] , P
embeds into T;eg. More precisely,

(1.63) Treg = | J wP
weWw

and the union in (1.63) is disjoint.
Let v € Z(G). Then v+ P C T is another alcove in Tycg. Therefore there is a
well-defined w,, € W such that

(1.64) u+ P =w,P.
Proposition 1.15. The map u € Z(G) — w, € W embeds Z(G) as a commutative
subgroup of W. In particular |Z(G)| divides |W|.

Proof. If u € Z(G), w, = 1, then u+ P = P in T. Therefore there is v € R
mapping into v € R /CR such that v+ P = P in T. By proceeding as in (1.57),
(1.58), we find that v =0, i.e. u = 1.

If u,v’ € Z(G), then

(1.65) u+tu +P=u+w,P=w,(v+ P)=wyw,PinT.
From (1.65) , we get
(1.66) Wy = Wy Wy

The proof of our Theorem is completed. O
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By Proposition 1.13 , we can view gP N CR" as a subset of CR’ / qﬁ*, which
itself is stable by W. In particular if A\ € gPNCR , w € W, wA will be viewed as
an element of @*/qﬁ*. So the equality wA = A says here that w\ — X € qR*.

Proposition 1.16. If\ € gPNCR C ﬁ*/qﬁ*, w € W, then w\ € gPNCR C
ﬁ*/qﬁ* if and only if there is u € Z(G) such that w = w,,.

Proof. Take A € qPNCR ,u € R representing an element of Z(G) = E*/ﬁ.
Since A\/q € P, by (1.64) , there is p € P such that

(1.67) wyN/q—p—u€CR.
Therefore
(1.68) wu A — qu € qR" .

Then N = qu € ¢PNCR’, and w A — N € ¢R".
Conversely, if \, N € gqPNCR", u € R are such that

(1.69) wh — N = qu,
then
(1.70) wANqg=N/qg+u.
From (1.70) , since A\/q,\'/q € P, we get w = w,. The proof of our Proposition is
completed. O
Put
W]
(1.71) h= .
1Z(G))
Let w',... ,w® € W be distinct representatives in W of the classes of W/Z(G).

Theorem 1.17. The set Owi(qP NCR’) is a disjoint union, which embeds into
CR’/qR". More precisely 1
(1.72) Owi(qPﬁﬁ*):{)\em*/qR* , 02(\/q) #0}.

1
Proof. Our Theorem follows from Propositions 1.14 and 1.16. |
Theorem 1.18. Let f a W-invariant function on m*/qﬁ*. Then

(1.73) > 0= L IO,

\€TR* /qR* AeqPNCR"
72(A/9)#0
Proof. Our identity follows from Theorem 1.17. O

Remark 1.19. Our Theorem is also a consequence of Proposition 1.12. In fact, if f
is a W-invariant function on CR" /4R,

(1.74) > W= > W,

—
R

e CR| & _.

AECR*/qCR AECR* /4R

o2 (X/)#0 o2 (7/q)#0

Now R /CR ~ Z(G), and so using Proposition 1.12 , we finally obtain (1.73).
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1.7. The element p/c.
Proposition 1.20. Ifs€t, t € P, then

(1.75) Z (o, 8)[{a, )] = 2{(ct — p, s) .

a€ER
Proof. By (1.35),(1.38),

(1.76) Ylaslat)] = Y ({as)ant) = (as)(1 = (a,1)))

acR acRy
= Z<Oz,8><0¢,t> - <2pa 5>
acR
= 2ct—p,s).
The proof of our Proposition is completed. O

Let t € T}cg. Then t determines a Weyl chamber K and an alcove P of the above
type. In the sequel, we consider t as an element of P C T. The element p is still
given by (1.35 ). Of course p depends implicitly on t € Tyeg.

Theorem 1.21. The following identity holds

1
(1.77) ct—p= 3 Z [{a, t)]ex.
a€ER
In particular the map t € Treg +— ct—p € t descends to a map T}, = Treg/Z(G) — t.

Proof. By Proposition 1.20 , we get (1.77) . Also if u € Z(G), if t € T} is replaced
by t +u € Tieg, [(a, t)] is unchanged. By (1.77) , we find that t € Tyeg — ct —p € t

descends to a map from T7,, into t. The proof of our Theorem is completed. O

Observe that since p € CR and 2p € R, then u € Z(G) = R JCR ~—
exp(2im(p,u)) = £1 is a character of Z(G).

Recall that K is a Weyl chamber, and that Z(G) has been embedded in W, by
an embedding which depends explicitly on K.

Theorem 1.22. If w € W, then wp/c — p/c € CR if and only if w = 1. Also if
weW | then wp/c—p/c=u € R" if and only if w = wy, so that w € Z(G). The
map w € Z(G) — wp/c—p/c € E*/ﬁ = Z(Q) is a group isomorphism. Also if
u € Z(G),

(1.78) exp(2im(p, u)) = €y, -

Proof. By (1.41), p/c € P. Using [15, Proposition V.7.10] , we find that if wp/c —
p/c € CR, then w = 1. By Theorem 1.21 , if u € Z(G) = R /CR,

(1.79) p/c+u=1wy(p/c)in t/CR.

By (1.79) , we find that w,(p/c) — p/c € R". Conversely let w € W be such that
(1.80) u=w(p/c)—plceR .

By (1.79), (1.80), we get

(1.81) wy(p/c) =w(p/c) in T =t/CR,
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so that w = w,. Clearly if u € Z(G), by (1.45),

(1.82) o(wyeP®) = ey, 0(e).

Also by (1.79) and by the above,

(1.83) o(wyeP¢) = a(ef/ o) = 2P g (eP/c)

Since o(e”/¢) # 0, from (1.82), (1.83), we get (1.78) . The proof of our Theorem is
completed. O

Let P be the closure of the alcove P. By (1.33),
(1.84) P={tet forany a € Ry, 0 < (a,t) <1}.
Proposition 1.23. For h € CR, then PN (P + h) # 0 if and only if h = 0.

Proof. Recall that Wag = W x CR. By [15, Lemma V.4.3], if f € P, v € Wag,
then vf € P if and only if vf = f. In particular, if f € P, h € CR, then f+h € P
if and only if h = 0. The proof of our Proposition is completed. [l

Proposition 1.24. The center Z(G) = R /CR embeds as a finite subset of P.

Proof. If u € Z(G) = R /CR, there is an alcove @ containing 0 such that u is
represented in t by an element v € Q. By [15, Theorem V.4.1], there is w € W such
that w@ = P. Also since u € R*/@7 then wv — v € CR. Therefore wv € P still
represents u. So any element u € Z(G) has a representative in P. By Proposition
1.23, this representative is unique. The proof of our Proposition is completed. O

Remark 1.25. If u € Z(G), we still denote by w the corresponding representative
in P. Then if w € W, wu € wP is the unique representative of u in wP. Of course,
if wu € P, the above implies that wu = u. However this also follows from [15,
Theorem V.4.1].

Let w, € W be the unique element of the Weyl group such that wK = —K.

Theorem 1.26. Let u € P be the unique representative in P of an element of
Z(G). Then if t € P, if [t + u] € w, P represents t +u € T, then

(1.85) [t +u] =t + wyu.
Also
(1.86) Wyl = Wolk.

In particular

(1.87) wy P = wyu+ P.
Moreover
(1.88) u=p/c—wyp/cin t.

In particular, if t € P,
(1.89) wyp —cft+ul =p—ctin t.
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Proof. Clearly w,(—u) lies in P, and so it is the unique representative in P of
u~teT. If t € P, by (1.84), it is clear that ¢ + w,u lies in some alcove containing
0. Also t + w,u represents t +u € T. From the above, we get

(1.90) [t +u] =t + wou.

The alcove which contains ¢ + w,u is necessarily equal to w, P. Therefore w,u and
wou both lie in w, P, and represent u € Z(G). By Proposition 1.24, we get (1.86).
By (1.86) and (1.90), we obtain (1.85) and (1.87).

Using Theorem 1.21 and (1.85), if t € P,

(1.91) c(t + wyu) —wyp =ct — pin t.

From (1.91), we get (1.88) and (1.89). The proof of our Theorem is completed. O
1.8. Some properties of the characters of G. Put

(1.92) CR, =CR nK.

Ifxe ﬁ:, let x» be the character of G which is the character of the irreducible

representation of G with highest weight A\. By the Weyl character formula, if
t € Theg,

(1.93) 00 =3 T e

24 (wA,t)

acER
Equivalently
1 )
1.94 ) = — w 2im(w(p+A),t)
( ) xa(t) () ;/VE e

Recall that by [15, LemmaVI1.1.2] | if u € CR’" is not included in a Weyl chamber,
(1.95) D et =,
weWw

If 4 € CR lies in K, then by [15, Note V.4.14] , there is A\ € CR., such that
pw=p+A.

If e ﬁ*, there exists a Weyl chamber K such that A € K. In general K is
not unique.

Proposition 1.27. The character x does not depend on K.

Proof. Assume that A € K, A\ € K . Then by [15, Lemma V.4.2] , there is w’ € W
such that w'K = K'. Let R, R/, be the system of positive roots attached to K, K'.
Clearly

(1.96) R, =w'R, .

Also since A\ € KNK , and w'K = K, then A\ € K,w' ')\ € K. By [15, Theorem
V.4.1], it follows that

(1.97) w TN =\,

Let x X (), Xi(/ (t) be the characters attached to K, K, of highest weight A. Using
(1.93), (1.97) , we get

)
(1.98) XK =x¥w).
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Our Proposition follows. [l

For A € CR', we can then write x(t) without explicitly mentioning a Weyl
chamber K.

Proposition 1.28. If )\ € ﬁ*, wewWw,
(1.99) Xwh = XA -

Proof. We may and we will assume that \ € ﬁ: = CR NK. Then wh\ €
CR nwK. Equation (1.99) now follows from (1.93). O

Recall that if A € CR", w € W, then wA — \ € R. It follows that if 61,... ,0, €
CR’, then Zej € R if and only if, given (w!,... ,w®) € W*, then ijHj €R.

j=1 j=1

Proposition 1.29. If Zej € R, then H Xo, descends to a function on the ad-
j=1 j=1
joint group G' = G/Z'(G).

Proof. By Proposition 1.27 , we may and will assume that the 6;’s lie in ﬁ: =
CR NK. By (1.93) , for t € Treg,

2i7r(z WOy, t)
k=1

- e
(1.100) H X, (t) = Z _ _
J=1 (wl,...,ws)eWs H (1 o 672i7r(wja,t))

J=1 OtER+

If Z 0; € R, then Z w?f; € R, and so by (1.100), H X0, (t) descends to a function
j=1 j=1 j=1
on the adjoint torus 7" = t/ﬁ*. The proof of our Proposition is completed. O

Proposition 1.30. Ifzej ¢ R, then

j=1
(1.101) > H Xe, (") = 0.
pER"/CRI=1
Proof. This follows from (1.100). O
Proposition 1.31. If A€ CR', A\ € R, then
(1.102) xa(e?’¢) =0.
Proof. We may and we will assume that A € @i If w € W, then
(1.103) XA(ep/c) = XA(ewp/C) :
Take v € R . Then by Theorem 1.22,
(1.104) wyp/c—p/c=uin T.
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By (1.103), (1.104),
(1-105) X,\(ep/c) = X,\(ep/c+u) .

Now since the representation associated to A is irreducible, the central element e*
acts in the A representation like e2™%) . From (1.105) , we get

(1.106) X/\(ep/c) = eQi”</\au>X/\(eP/C) .
If A\ € R, it is then clear that (1.102) holds. The proof of our Proposition is
completed. O

Now we have the result of Kostant [34].
Theorem 1.32. If A € R, then
(1.107) XA(e?/¢) =0, +1 or —1.
Take now p € N* and A € pP, so that A € @i Take u € Z(G) = R /CR.

Then \/p+u € T is represented uniquely by an element [\/p+u] € w,P. Observe
that by ((1.85),

(1.108) [Ap+ul=Ap+wyuin t.
Also
(1.109) p[Ap+u] — (A +pu) € pCR.

Theorem 1.33. If u € @*/(p+ ¢)CR, o(p/(p+c)) #0, then
(1.110) Xpl/ptul (€ PT) = gy, 2001y (e (PF))
In particular

(1.111) xpu(e“/(p“)) _ Ew”ezmu,m.

Proof. By (1.94),

1
o‘(e#/(P+C) )

(1.112) xa (et PHe)) Z £ €2 WO )

weWw

_ 1 2im (wA/pyu)
T o(en/to) Z Cwe
weWw

e2im(wlp—eX/p).5hs)

Also p[\/p +u] € w,P N CR". When replacing P by w, P, p is replaced by wyp.
When replacing A by p[\/p + ], using (1.109), we find that e?7(wA/P:#) ig replaced
by e2m{wA/p.u) e2im{wun) - Also by equation (1.89) in Theorem 1.26, we find that
when replacing A by p[\/p + u], p — cA\/p € t is unchanged. Finally o(e#/(Pt€)) is
changed into &,,,0(e#/(P*9). Equation (1.110) follows from the above arguments.
Equation (1.111) is a consequence of (1.110). O

Remark 1.34. If we use (1.110) with p = 0, and u = p, we get
(1.113) 1 = e, e2imir)

which is precisely equation (1.78).
Theorem 1.33 will be used in Remark 8.4 as a consistency check on our index
theoretic computations.
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1.9. The elements whose centralizer is semisimple. We still assume that G
is a connected and simply connected simple compact Lie group.

Definition 1.35. Let C' C t be the set of u € t such that {a € R;{a,u) € Z}
spans t*.

Clearly
(1.114) R ccC.
Since by (1.6), (1.12), CR = CRs = Ry, then
(1.115) R cCR cC.

In particular R" C C acts by translations on C. Also the Weyl group W acts on
C.

Proposition 1.36. The set C/R is a finite subset of the adjoint torus T' = t/R.,
which contains CR JR". Also W acts on C/R..

Proof. Let R' C R be such that the elements of R’ span t*, and let R be the
associated lattice. Clearly E/EI is a finite set. Then

(1.116) C/R =|JR"/R".
e

From (1.116) , its follows that C/R is finite. The proof of our Proposition is
completed. O

Let now K be a Weyl chamber in t. Let R, be the corresponding system of
positive roots so that

Definition 1.37. If u € G' = G/Z(G), let Z(u) C G be the centralizer of u.

Recall that by [14, Corollaire 5.3.1], since G is connected and simply connected,
Z(u) is a connected Lie subgroup of G. Clearly if u € T' = t/R, T is a maximal
torus in Z(u).

Also W acts like the identity on Z(G) = R /CR. Therefore, if u € T' =
t/R",w e W, then wu — u is well-defined in 7' = t/CR. Put
(1.118) W,={weW;wu—u=0inT=t/CR }.

Theorem 1.38. Ifu € T' =t/R", the root system R, of Z(u) is given by
(1.119) R,={a€eR,{(vu) € Z}.

Also Ry + = R, N Ry is a system of positive roots for Z(u). If Z(Z(u)) C Z(u) is
the center of Z(u), its Lie algebra 3(Z(u)) is given by

(1.120) 3(Z(u)) ={f €t, for any @ € R, ,{(c, f) = 0}.
Also the Weyl group Wz of Z(u) is given by

(1.121) Wz = Wa.

Finally

(1.122) C/R" ={ueT', Z(u) is semisimple} .
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Proof. Let 3(u) C g be the Lie algebra of Z(u). Then

(1.123) 3w)={fegu-f=f}

As a T-space, g ®gr C splits as

(1.124) g9rC=(t®r C)® (P ga)-
a€ER

From (1.124), we get
(1.125) 3(w) @R C=(torC)® ( P ga)-

a€ER
(a,u)€Z

From (1.125), it is clear that (1.119) holds.

Since the forms « in R do not vanish on K, the same is true for elements in R,,,
i.e. K is included in a Z(u) Weyl chamber K. If R, 4 is the corresponding system
of positive roots, then

(1.126) Ruys =R,NR,.
The identity (1.120) is trivial. Let N(T) C G be the normalizer of T.. Then
(1.127) W = N(T)/T.
Similarly let N, (T) be the normalizer of T in Z(u). Then
(1.128) Wz = Nu(T)/T .
Clearly
(1.129) N, (T) = N(T)N Z(u).
Therefore Wy, is a subgroup of W. Since u € Z(Z(u))/Z(G), if w € Wz (),
(1.130) wu—u=0 in T.

Conversely if w € W, let w’ € N(T') represent w. If wu —u =0 in T, then
(1.131) wuw' ™ =wuin T,

ie. w' € Z(u). Therefore w' € N, (T), and w lies in Wy,).

By definition, Z(u) is semisimple if and only if 3(Z(u)) = 0. From (1.120), we
get (1.122).

The proof of our Theorem is completed. O

Remark 1.39. Clearly, if we identify u to a corresponding element in t, then
(1.132) W, = {w € W,wu —u € CR}.

By Theorem 1.38, Wy, = Wz(y). Let CR, be the lattice generated by the coroots
of Z(u). Since u € Z(Z(u)), if w € Wy(y), wu —u € CR,. Therefore

(1.133) W, ={w e W,wu —u & CR,}.
Proposition 1.40. Ifn > 2 and G = SU(n), then
(1.134) C=R".

Proof. By [15, PTOpOSitiOIl_V.6.3], it is clear that if ay,...,a, is a basis of t* over
R, then aq,... ,a, spans R. Equation (1.134) follows. O
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1.10. Some properties of semisimple centralizers. We still assume that G is
a connected simply connected simple compact Lie group of rank r. Also we use the
notation of Sections 1.1-1.3 and 1.9.

Take u € C/F*. To the Lie group Z(u), we can associate the objects we con-
sidered in Section 1.1 for G, with the reservation that since the action of W, on t
may be reducible, Z(u) is semisimple and in general not simple.

However, we equip 3(u) with the scalar product induced from the scalar prod-
uct of g,{ , ). Therefore t is equipped with the scalar product { , ) , and the
identification t ~ t* will still be the one we used for G.

The objects we considered before which are attached to Z(u) will be denoted
with the index u. The lattices I';, C t,A,, =I'} C t* are given by

(1.135) r,=CR, A,=CR.

The roots R, have already been described in Theorem 1.38 . Clearly
(1.136) CRy, = {ha,a € R} .

Note that in general

(1.137) m1(Z(u)) = CR/CR,,

and so Z(u) is in general not simply connected.
If u e C/R’, put as in (1.35),

1
(1.138) pu=7 > .

a€Ry ¢

Then p,, € ﬁ; .
Theorem 1.41. For any u € C,
(1.139) 2cu € R,

2p, € R.
Ifh e E*/ﬁu, then 2¢c{u, h) € Z, 2{p — py, h) € Z, and moreover
(1.140) c(u, h) = (p — pu, h) mod(Z).
In particular, if h € 71(Z(u)) = CR/CR,, , then 2c(u,h) € Z, 2{p,,h) € Z, and
(1.141) c{u, hy = {py, h) mod(Z).

Proof. Let 7 : G’ — End(g) be the adjoint representation. Then by (1.37), if
A/ Beg

(1.142) (A, B)" = —2¢(A, B) .

Also 7 induces a representation Z(u)/Z(G) — End(g). Then R* C t is exactly the
lattice of integral elements in t with respect to Z(u)/Z(G). By Proposition 1.5 and
by (1.142), we then find that 2cu € R. Also 2p, € R, C R.

If h € R, it follows that 2c(u, h) € Z, 2(py,h) € Z. Also since CR,, C R,, and
weR,,if h € CRy, (u,h) € Z, and, since p, € CR,,, then (py, h) € Z. Therefore
mod (Z), if h € R", ¢(u, h) and (py, h) only depend on the class of h in R /CR,,.

Now we establish (1.141). By [15, Proposition V.7.10], we may suppose that
u € C is such that for « € R

(1.143) [{a,u)| < 1.
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Take h € R . Since Z(u) is semisimple, and since the a € R are the weights of the
restriction of 7 to Z(u), then by proceeding as in (1.29),

(1.144) S lew)onhy= Y s( > a,h)=0.

a€ER s€[0,1] [(acf;]?'zs
Also,
(1.145) > lesw){eh) = > [, w){a,h)
a€R a€R\ Ry
= Y (audanh) — (1 {au)) o, b))
a€R{\ Ry, +
= Y (eulahy—( Y ah).
aER\R,, a€ERG\Ruy +

If « € Ry, {(,u) € Z, and {(«,h) € Z. Since roots in R, come by pairs,by
(1.40),(1.142), (1.144), (1.145),

(1.146) 2(u,h)=( Y a,h) mod (2Z),
a€R{\Ru,+

which is equivalent to (1.140).
If h € CR, then (p,h) € Z. From (1.140), we get (1.141). The proof of our
Theorem is completed. O

Remark 1.42. Needless to say, the class of p,, in t/R does not depend on the choice
of Ry. This fact fits with (1.141).

1.11. The first homotopy group in a semisimple centralizer. Take u €
C/R". Then Z(u) is a connected semisimple subgroup of G. Also by (1.135),
(1.137) and by [15, Theorem V.7.1],

(1.147) 71(Z(u)) = CR/CR,,
Z(Z(u)) = R,/CR.

By (1.147),

1.148 —=R,/R .

(1.148) S =T

Let m, : Z(u) — Z(u) be the universal cover of Z(u). Then by [15, Proposition
V.7.16],

(1.149) 2(Z(w)) = F, /TR,
and 71(Z(u)) is a subgroup of Z(Z(u)).

Clearly
(1.150) % =R.,/R" cC/R".

Takev € Z(Z(u))/Z(G). Then Z(v) D Z(u), CR, D CR,,. Therefore m(Z(u)) =
CR/CR, surjects on 71(Z(v)) = CR/CR,. Let 7,, : CR/CR, — CR/CR, be
this surjection. Clearly R, /R  maps into CR, /R’
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Let h € m1(Z(u)) = CR/CR,. Then h defines a character d,, of Z(Z(u))/Z(G)
given by
(1.151) on v € Z(Z(u)/Z(G) — exp(2in{h,v)).
Recall that by Proposition 1.36, CR /R c C/R .

Proposition 1.43. The element u € C/R s such that for any h € CR/CR,,
6n(u) =1 if and only if u € CR /R".

Proof. This is trivial. O
Proposition 1.44. For anyu € C/R, v € Z(ZZ(((;U))) =R,/R', h e m(Z(u)) =
CR/CR,,

(1.152) exp(2im(h,v)) = exp(2im(Ty v, v)) .

Proof. We have the exact sequence

(1.153) 0— CR,/CR, — CR/CR, = CR/CR, — 0.

Also if ' € CR,/CR,, exp(2in(h',v)) = 1. Our Proposition follows. O

Remark 1.45. Proposition 1.44 will be used in Remark 4.40.

1.12. Centralizers in a connected and non simply connected semisimple
Lie group. Let G be a compact connected semisimple Lie group. We use otherwise
the same notation as in Sections 1.1-1.3 and 1.11.

Let 71 (G) be the first homotopy group of G. Let G be the universal cover of G.
Then G is a compact connected and simply connected semisimple Lie group, 71 (G)

is a subgroup of of Z(G) and
(1.154) G =G/m(G)

Let T' be a maximal torus in G. Let u € T/ = t/R . Let Z(u) C G be the centralizer
of u.By [14, Corollaire 5.3.1], if G is simply connected, then Z(u) is connected. Let
Z(u), be the connected component of the identity in Z(u). Then Z(u), is a normal
subgroup of Z(u), and so Z(u),\Z(u) is a finite group. Moreover T' C Z(u),, 0O
that u € Z(u),.

If g € Z(u), let § € G be a lift of g, let @ € G be a lift of u. Then [§, @] € 71 (G)
does not depend on g, u.

Proposition 1.46. The map g € Z(u) — [g,4] € 71(G) induces an embedding of
Z(u)o\Z(u) into 1 (G). In particular Z(u),\Z(u) is commutative.

Proof. The Lie group Z (i) C G is connected. Therefore Z (@) /m1(G) is a connected
subgoup of Z(u).Since Z(@)/m1 (G) and Z(u), have the same Lie algebra, it follows
that

(1.155) Z(w)o = Z()/m1(G).

Let g, g € Z(u), let §,¢' € G lift g, g'. Let h,h’ € m1(G) be such that

(1.156) gug = ah'.
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Then

(1.157) §5aG g = gahg~! = g'ag’ h = al'h.

If g € Z(u)o, if g € Z(a) lifts g, then

(1.158) [§,4) = 1.

Conversely if ( 1.158) holds, then § € Z(a) and g € Z(u),. The proof of our
Proposition is completed. [l

Let N(T') C G be the normalizer of T in G. Then W = N(T)/T is the Weyl
group. Put

(1.159) Wy={weWwu—-u=0inT =t/T}.

Proposition 1.47. The following identity holds

(1.160) Wy = (NT)NZ(u))/T.

Proof. The proof of our Proposition is the same as in (1.128)-(1.131). O

Let Wz, be the Weyl group of Z(u)o. Then Wz, =Wz Also Wy, is
a normal subgroup of W,,. Then Wy, \W, is a finite group.
Let CR C t be the lattice in t spanned by the coroots of G. Let T C t be the

lattice of integrals elements in t, i.e. whose exponential in 7' C G is equal to 1.
Then CR C T, and

(1.161) I'/CR =7 (G)

We define R, R" as in Section 1.1 . Let w € t represent u € T = t/R*.Then
w €W+ wi —u € I'/CR = m1(G) is a well-defined map.

Recall that Z(G) = R'/CR, and that 71(G) = I'/CR is a subgroup of Z(G). In
particular, by Proposition 1.15, 71(G) embeds as a commutative subgroup of W.

Theorem 1.48. The map w € W, — wu —u € I'/CR = m1(G) induces an em-
bedding of Wz, \Wu into m1(G). In particular Wz, \Wy is commutative. If

w € Wy, \Wey is identified to the corresponding element w' € m1(G) C Z(G), the
image of w' in W lies in Wy, and represents w in Wy, \Wa.

Proof. Let w,w’ € W,. Let h, i’ € T be such that

(1.162) wu —u=hwu—u=~h.
Then
(1.163) w'wa —u=wh+h.

Now I' C }_%*, and so

(1.164) w'h—h € CR.
Therefore by (1.163), (1.164)
(1.165) w'wi —u=h+h inT/CR.

If we Wy, since u € Z(u), is in the center of Z(u),, then
(1.166) wi —u=0in T'/CR.
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Conversely let w € W be such that

(1.167) wu —u € CR.
Let g € G represent w.By (1.167),

(1.168) (G, =1,

so that ¢ maps into an element of Z(u),. In particular w € Wy(,),. The proof of
our Proposition is completed. [l

Observe that
(1.169) W, \Wa = (N(T) 1 Z()\(N(T) 1 Z(w)
Therefore Wy, \W, embeds naturally into Z(u),\Z(u).
Theorem 1.49. We have the identity
(1.170) Wz, \Wu =~ Z(u)o\Z(u).
This identity is compatible with the embeddings of both groups into 71 (G) = T'/CR.

Proof. Let g € Z(u). Then gT'g~! is a maximal torus in Z(u),.Therefore there is
h € Z(u), such that

(1.171) (hg)T(hg)™' =T,

so that hg € N(T') N Z(u). Therefore the embedding Wy (), \Wu — Z(u)o\Z(u) is
in fact one to one. It is trivial to verify that the above identification is compatible
with the given embeddings into 71 (G). The proof of our Theorem is completed. O

1.13. The intersection of an adjoint orbit with a centralizer. We make the
same assumptions as in Section 1.12.
Let t € T. Let O, be the adjoint orbit of ¢ in G. By [15, Lemma IV.2.5],

(1.172) O:NT = {wtwew

More generally, if H is a Lie subgroup of G, and t € H, let Og(t) be the adjoint
orbit of ¢ in H. In particular O; = Og(t).

Theorem 1.50. If G is simply connected, if u € T', then
(1.173) O:nZw) = |J Ozuwwt).
weW, \W

If t is regular, the above union is disjoint.
If G is not necessarily simply connected, if t € T is very regqular,

(1.174) O,NZu) = U 0z, w),
wEWZ(u)O\W
OtﬂZ(u) = U Oz(u)(wt),
weW, \W

and the above unions are disjoint.
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Proof. If G is simply connected, then Z(u) is connected, and 7' is a maximal torus
in Z(u). Let g € Oy N Z(u). There is ¢’ € Z(u) such that ¢g'gg’~' € O, NT. By [15,
Lemma IV.2.5], there is w € W such that

(1.175) g'99' ' = wt,
so that
(1.176) g € Oz (wt).

Therefore (1.173) holds. If ¢t € T' is regular, since G is simply connected, ¢ is very
regular. Therefore the {wt} are distinct in T. Moreover two elements in T lie in
the same Z(u)-orbit if and only if they lie in the same W,-orbit. Using Theorem
1.38, it follows that when t € T is regular, the union in (1.173) is disjoint.

If G is non necessarily simply connected, if g € O, N Z(u), then u € Z(g). If
t is very regular, Z(g) is a maximal torus, which is included in Z(u),. Therefore
g € Z(u),. The above argument shows that there is ¢’ € Z(u),, and w € W such
that

(1.177) 99"t = wt,
which is equivalent to
(1.178) gE OZ(u)o (wt).

So we have proved the first identity in (1.174). Since ¢ is very regular in G, it is
very regular in Z(u),. So the union in the first identity of (1.174) is disjoint.
Clearly

(1.179) U  Ozwwt) c 0:n Z(u),
weW,\W
and also
(1.180) U Ozw.wtyc |J  Ozu(wt).
’LUEWZ(U)O\W weW,\W

Therefore the second identity in (1.174) holds.

If g € Z(u),w € W are such that gtg=! = wt, if ¢’ € N(T) represents w, then
g’ lgt(g’~tg)~! =t. Since t is very regular, ¢’ 1g € T, so that g € Z(u) " N(T).It
follows that w € W,,. Therefore the second union in (1.174) is also disjoint.

The proof of our Theorem is completed. [l

1.14. The stabilizer of an element of the Lie algebra, and coadjoint orbits.
Let G be a compact connected semisimple Lie group. We use otherwise the notation
of Section 1.1. Recall that 7 : G — Aut(g) is the adjoint representation.

Definition 1.51. If p € t, put
(1.181) Z(p)={9€G; 7(9) -p=p}.
By [15, Theorem 1V.2.3], Z(p) is a connected Lie subgroup of G. Then T is a
maximal torus in Z(p). Let 3(p) be the Lie algebra of Z(p).
Theorem 1.52. If p € t, then

(1.182) () erRC=t® P ga-

a€ER
{a,p)=0
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Also the root system R, of Z(p) is given by

(1.183) R,={a€R; {(a,p)=0}.

If Z(Z(p)) C Z(p) is the center of Z(p), its Lie algebra 3(Z(p)) is given by
(1.184) 3(Z(p)={fet, foranya € R, {(a,f)=0}.

Proof. The proof of these results is left to the reader. It is essentially the same as
the proof of Theorem 1.38. |

Definition 1.53. Let 7: t ®g C — C be the monomial

(1.185) n(t) = ][ (2ira,t).

a€Ry
By [15, Corollary V.4.6 and Lemma V.4.10], if w € W
(1.186) m(wt) = g,ym(t).
Also if t € t, one has the obvious
(1.187) det Ad(t)|q/¢ = T (/).

By (1.187), we find that 72(¢/i) does not depend on K, and lifts to a G-invariant
function on g.

Definition 1.54. Set

(1.188) g = {p€g, Z(p)isamaximaltorus},

teg = {t€t; Z(t)=T}.

Clearly
(1.189) trog = Breg Nt
Proposition 1.55. The following identity holds
(1.190) gz = {p€g, m°(p/i) # 0},
teg = {t€t; m(t/i) #0}.

Proof. Take t € t. Since Z(t) is connected, ¢ € t,eq if and only if
(1.191) 3(t) =t.
Using Theorem 1.52, we get the second identity in (1.190). Also by [15, Theorem
IV.1.6], any G-orbit in g intersects t. Our Proposition follows. O

By (1.190), ¢ € tyeg if and only if ¢ lies in a Weyl chamber. The G-orbit of ¢ in g
intersects t at || distinct elements, which form the W-orbit of .
If p € g, let O, be the G-orbit of p. Clearly,

(1.192) T g€ G/Z(p) — gpg~' €O,

is a one to one map. Also by [6, Lemma 7.22], O, is equipped with a canonical
symplectic form op,. In fact G acts on the left on O,. If X € g, let X% be the
corresponding vector field on O,. Then if X,Y € g, ¢ € Oy,

(1.193) 70,,4(X77,Y") = (¢, [X, Y]).
Let f, be the left invariant 1-form on G
(1.194) fp=(p,g™"dg).

Let 7, be the projection G — G/Z(p) ~ O,.
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Proposition 1.56. The following identity holds
(1.195) dfp = —m,0p.
In particular the restriction of f, to Z(p) is a closed 1-form.

Proof. Clearly

1, _ _
(1.196) dfy = (p.—3l9™"dg, g~ dg])
from which (1.195) follows. Since m, maps Z(p) to a constant in G/Z(p), our
Proposition follows. O

Proposition 1.57. Ifp € CR’, fp is an integral closed 1-form on Z(p).

Proof. Clearly T is a maximal torus in Z(p). Then by [15, Proposition V.7.6],
Z(p)/T is simply connected. Therefore 71(T") surjects on w1 (Z(p)). To verify that
fp is an integral 1-form, we only need to check that if s € S; — g5 € T is smooth,

the integral of f,, on this loop lies in Z. Since p € ﬁ*, this is obvious. The proof
of our Proposition is completed. O

Now we assume that p € CR . Take g € Z(p). Let s € [0,1] — g5 € Z(p) be a
smooth path such that g9 =1,9; = g.
Proposition 1.58. The map g — exp (22'71'/1 g:fpds) € 51 defines a representa-
tion pp of Z(p). ’
Proof. This follows from Proposition 1.57. (|
Definition 1.59. Let L, be the Hermitian line bundle on O,
(1.197) Ly=Gxgzqp C.
Clearly the connection
(1.198) d+ 2irf,
descends to a connection V7 on L.
Proposition 1.60. The following identity holds
(1.199) c1(Ly, VE?) = 0, .
Proof. This is obvious by (1.195). O
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2. FOURIER ANALYSIS ON THE CENTRALIZERS OF SEMISIMPLE LIE GROUPS

The purpose of this Section is to express certain Fourier series on T' (which will
later turn out to be the symplectic volumes of the stratas of the moduli space of
flat G-bundles on the Riemann surface ¥, first computed by Witten [59, 60] ) as
residues of certain holomorphic functions in several complex variables. The main
point is that it is then possible to compute explicitly the action of certain differential
operators on these Fourier series. The results of this Section will be used in Sections
5,6 and 7.

This Section is organized as follows. In Section 2.1, we make elementary con-
structions in linear algebra. In Section 2.2, we apply these constructions to the
root system of G. In Section 2.3, given u € C /E* and the corresponding semisim-
ple centralizer Z(u), we consider an associated Fourier series Q,(t,x), which we
express as a simple integral along the fibre of a torus fibration. In Section 2.4,
we express @, (¢, x) in terms of iterated residues. In Sections 2.5-2.8, we introduce
other related Fourier series, which are related in particular to the universal cover of
semisimple centralizers. In Sections 2.9-2.11, we introduce our symplectic volume
Fourier series, which are local polynomials on 7. We express these Fourier series
as residues. Finally, in Section 2.12, we compute the action of any power series of
differential operators on these local polynomials.

As explained in the Introduction, residue techniques have been developed by
Szenes [51], [52] to handle the Witten Fourier series [59, 60]. The methods of
Szenes are more conceptual than ours, which only usesimple linear algebra. It is
probable that the results of this Section can be rephrased using Szenes’s formalism.

2.1. Some linear algebra. Let V' be a real vector space of dimension r. Let

€1,...,er be a basis of V, let el, ..., e" be the dual basis of V*.
For1<i<r ifuy,...,u; €V, put

(2.1) (ur, ... ;) = {ug A... ANug, et Ao Ae').

Equivalently

UL A .. ui Nep1r N Nep

2.2 i) =
( ) <u1’ ’ul> etN...Nep

Let fi,..., f- be another basis of V, let f!,..., f” be the corresponding dual
basis of V*.
Let E, E', F, F’ be the flags in V,
(2.3) E : 0cC{ei} C{er,en}...C{er,...,en} =V,
E : V=A{el,...,ex} D{ea,...,es}... D {e;} DO,
F 0C{f1}C{fl,f2}...C{fl,...,fr}:v,
F {fl,...,fr}:){fg,...,fT}D...{fT}DO.

We assume that F' lies in the orbit of E. Equivalently for i, 1 <i <7, f1,..., fi,
€i+1,--- ,€p is a basis of F, i.e.

Let A be the (r,r) matrix expressing fi,... , f; on the basis e1,... ,e,. Then (2.4)
says that the principal minors of A do not vanish.
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On V*, we can define the flags E*, E'*, F*, F'* associated to the basis e!, ... ,e"
and f1,..., f". Now E* lies in the orbit of F'*, i.e. for any i, e!,...  e*, fit1, ... f"
is a basis of V'*.

For 0 <i <r —1, let p; be the projection from V on {e;41,... ,e,} with kernel
{f1,..., fi}. Clearly
(2.5) Pi+1 = Dit1Di -

Also for 0 <i <r—1, pifit1,...,pifr is a basis of {e;41,...,e.}. More precisely
for 0 < j <r-— i, pifi—i—la N ;pifi-i—jaei-i—j-i-l; e, Ep is a basis of {ei+1, ce ,er}.

Clearly, if t € V,

(t,e!)

2.6 pt=t— fi.

(20 e
](By ‘)che above, there are similar formulas for po,...,p,.. In particular, by (2.5),

2.6),forl1 <i<r,andteV,
(pi_1t, ")

2.7 it = pi—1t — ————pi—1fi-
(2.7) p Pi-1 (pi_1fi,€l>p 1f
From (2.7), we get

S (pjatiel)

2.8 it=1— ———pi 1 [
( ) p ]:Zl <pj_1fj,€]>p] 1f]
Using (2.8) with ¢ = r, we obtain

. _ ! 1 fi

— (pj—1fj,el) "

For 0 <i < r—1,let ¢; be the projection from V* on {fi*! ... f"} with kernel
{e!,... ,e'}. Then g; is the transpose of p;, i.e.

(2.10) a4 = Pi.
Also, as in (2.6), if z € V'*,
<$af1> 1

2.11 T=x— e .

211 D= )

Moreover the results which hold for the p;’s also hold for the g¢;’s.

Theorem 2.1. For1 <:<r,

Zi (pj-1t,€?)(f;, aj-1)

2.12 - = t,l‘ — it7 L) .
o = (1S ge) (t.2) = pit, gir)
In particular,

T

pz 1t ez Qz 1, f1>
(2.13 = (t, ).
) ; pz 1fzv‘11 1ez> < >

Proof. Equation (2.12) follows from (2.8), and equation (2.13) from (2.9). O
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Proposition 2.2. IfteV,zeV*, for0<i<r,

N (i N Afict AEA firr Ao A fisel Al A€
A=pit = 3, (JiA.. N fi el A Ael)

j=1

fja

"(fiAN L ANfint et AL A e A D)
2.14) pt = > , _
( ) op _ (N A fiseb Al Aed) €

Jj=i+1
T ] i
SN (R
j=i+1 k=1

(fiNoo Afieb Ao o neF LA el AeFtE AL A et eF)
(fiN... A fiyel Ao Aed)

(AN A fet A AT AT AT AL A e

(I—a)e = = (AN Afo el A Aeb) e,
= A AN e NN AT
@ = j;l (fi N A fielb A Aed) fj
= Y <<fj,z>z
j=i+1 k=1

(AN ANfima A A Fopt Ao A fiser Ao A e (fr, o) 5
<f1/\.../\fi,€1/\.../\€i> '

Proof. Clearly we only need to prove the first two series of identities in (2.14). The
first identity and the first part of the second identity are standard linear algebra.
Also for j >i+1,

(in. Afintie" A AeE N = (fi N A fiser Ao AeN(t el)
i

D EDFHAN A fi et A AT AT AL N At eb)
k=1

(2.15) = fl/\ A fiet A et el)
Y AN A St A A TN AT AL At eF)
k=1

The proof of our Proposition is completed. [l

Proposition 2.3. Forany j, 1 <j<r

(2.16) (fi»qj—17) =
i—1 A fe A NS A1 A AS 1, AL AT
<f]7 :C> - 2‘179:1 <fl/\ /\fk(flﬁ‘_f__;\\ﬁjjl7/;1/\/.\{./\62'71;\ £ > <fka 1'> .
Proof. This is a consequence of the last equality in (2.14). O

Remark 2.4. From (2.16), we find that (f;,¢;j—12) = (pj—1f;,2) depends only on
the (fr,z), 1 <k <j.
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2.2. The linear algebra of the basis of a root system. Let G be a compact
connected and simply connected simple Lie group of rank r. Let T be a maximal
torus in G. Let t be the Lie algebra of T'. Let K be a Weyl chamber in t. Otherwise,
we use the notation of Section 1.1.

We will also use the notation of Section 2.1, with V' = t*. We identify t and t*
by the scalar product ( , ) of Section 1.2. Then

(2.17) r=dimt.

Let e1,...,e, C Ry be the simple basis of t* associated to K [15, Proposition
V.4.5]. Any a € R, is a linear combination with non negative integral coefficients
ofey,...,e.. Thenes,... e, generate R. Let e!,... ,e” be the corresponding dual
basis of B C t.

Let {aq,...,as} be an ordering of R, such that
(2.18) a;=¢; for 1<i<r.

Recall that we use the notation of Section 2.1 . Clearly all the (a, ..., q4;) lie
in Z.

If G is not simply laced, m was defined in (1.8) and is equal to 2 or to 3. By
convention, if G is simply laced, we take m = 1. By (1.12),

(2.19) mR C CR.

Definition 2.5. Let d € N* be a common multiple of the m|{a;, A...Aa;,)|

Observe that since ej,...,e, € Ry, for any j, 1 < j < r, d is a multiple of
m{ai,,...,aq) € Z. Also by (2.19),
(2.20) dR C CR.

Recall that C' C t was defined in Definition 1.35.

Proposition 2.6. The following identity holds

(2.21) dC cR".

Proof. Let u € C, let ay,,...,q;. € Ry be a basis of t* such that for 1 < j < r,
(oi;,u) € Z. Since ey,... e, is a basis of R, we find that if H is the lattice
generated by oy, ..., a4,

(2.22) dRC H,

which is equivalent to
(2.23) dH* C R".

Since u € H*, from (2.23) , we get (2.21). The proof of our Proposition is completed.
O

Remark 2.7. Take n > 2. Since SU(n) is simply laced, m = 1. Also by [15,
Proposition V.6.3], all the [{c,, ... ,a;;)| are equal to 1. Therefore, for G = SU(n),
we can take d = 1. Using (1.114) and (2.21), we recover Proposition 1.40.

Definition 2.8. A family I = (41,...,4,) of distinct indices in {1,...,£¢} is said
to be generic if

(2.24) (Qiyyony0;) #0for 1 <5 <r.
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Given a generic family I = (i1,...,4%,), we now use the notation in Section 2.1
associated to the given basis ey, ... ,e, and oy, ,...,a;. of t* =~ {. In particular the
operators which appear in Section 2.1 will be denoted with the superscript I, to
mark their dependence on 1.

Let o', ... ,a' be the basis of t* ~ t which is dual to ay,,... ,q;

Recall that (2.18) holds.

Definition 2.9. A family I = (i1,...,i;-1) of j — 1 distinct elements of {1,...,¢}

e

is said to be generic if I;_1 = {i1,... ,4;-1,4,7 + 1,... ,r} is generic.
If I = (i1,...,4r) is generic, I;_1 = (i1,... ,4j-1) is also generic, and by con-
struction (or by (2.14)),
I
(2.25) Pl =pl,

I Y P
dj—1 =451 -

Definition 2.10. If z € C%, and if I = (iy,... ,4,) is generic, put

T
(2.26) pf =Y "miab ettt

1

By (2.25),
(2.27) gj_qa’ = qjl‘j:f al.
Also by Proposition 2.3,
(2'28> <a7:j’qj[—1$1> = <p31‘—1aij’x1> =
j—1
T — Z (@i, y Qg 1y Oy Oy y gy e e ,aij,1> _
4 ik -
! h—1 <ai1a' .. 7aij—1> g
Note that the right hand side of (2.28) only depends on z;,, ..., ;.
Assume that I = (i1,...,4,) is generic. Then by Proposition 2.2, if t € t, y € t*
y (ah ) ) al >
2.29 pl oy, €)= i
(2:29) (pj_10i;, €’) ans o)
ol o 1) = (o, Ao Nag, et AL AT
g <ai17'-' 7O‘ij71> ’
I i _<O‘i17'-'aaij71ay>
1Yy, €el) =
<p] v > <ai17'-' 7O‘i]‘71>
In particular, by (2.29), we find that
d

(2.30) € 7Z.

<p§_10éij ) €]>
Also by (2.28), (2.29), if z € Z¢,
(pj 10, ')

(2.31) :
(P} 10, e7)

€Z.

Definition 2.11. For u € C/R’, let I, C {1,... ¢} be given by
(2.32) I={i,1<i<la;€Ryyi}.
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Put

(2.33) Ly, = |L].

2.3. Fourier series and integration along the fibre.

Definition 2.12. For u € C/R’, let R’ C R’ be given by

(2.34) Rlie ={s=(s',...,s"Y eR, s'=0 forigI,}.
Let a, : Rf — t* ~ t be given by
(2.35) ay(s) = Z sty .
i€l

The transpose a, : t ~ t* — R« is given by

(2.36) ay(t) = (i, t))ier, -
Set

(2.37) Vi, = keray,.

Then we have the exact sequence

(2.38) 0=V, =R ——=t—0.
We define Z+ C Z*, (R/Z)!* c (R/Z)" as before. Then

(2.39) au(Z™) =R, .

Also a, induces a surjection (R/Z)’ — t/R . Set

(2.40) K, =kera, C (R/Z)".

We have the exact sequence

(2.41) 0—K,— (R/Z)" —/——t/R—0 .
Set

(2.42) Yo =Z NV,

Then K, is a union of |[R/R,| tori V, /yu .
Definition 2.13. For u € C/R, let H, C t/R be given by

243) H,={tet/R,t= t'oj, and {aj,7 € J} does not span t* ~ t}.
J J
JjeIJCI,

Then H, is a finite union of hypertori in T'. Put

(2.44) H=H,.
Clearly,
(2.45)
H={tct/Rt= Z t'aj, and {aj,j € J} does not span t* ~ t}.
jeTCA{L,... ¢}

For any u € C/R’,
(2.46) H,CH.
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Proposition 2.14. Let I = (iy,... ,i,) C I, be generic. Then ift € (t/R)\ H is
represented by t € t,

(2.47) (pi_it,e)) ¢ Z.
Proof. By (2.29),

oo o a0 )
(2.48) (pj_1t,e’) = oy e )
Now for ¢ = e, the expression (2.48) is equal to 1. Also (o, ,... ,;,_,,t) vanishes
if and only if £ is a linear combination of cv,, ..., aj;_,,€j41,... ,er. Therefore the
condition
(2.49) (pi_\t,e') e
is equivalent to
j—1 r
(2.50) t= aF o, +bej + Z e, , d".FeR,beZ.
k=1 k=j+1
Then,
j—1 r
(2.51) t= Zakaik + Z cer in t/R,
k=1 k=j+1
so that t € H.
The proof of our Proposition is completed. O

Let dt be the Lebesgue measure on t associated with ( , ). We still denote
by dt the Lebesgue measure on t/R. We map L'(t/R) into D'(t/R) by the map
f — fidt_

Vol(t/R)
Clearly a,, induces a map a,. from D'((R/Z)") into D'(t/R).
Proposition 2.15. If g € L'((R/Z)!*), then a..g € L'(t/R). More precisely,

ds
2.52 wag(t) = ts)—"
(25) R

Also if k € Z!«, then
(2.53) @[22 = 27N it there is X € R such that ki = (A o5) i € I,

=0 otherwise .

. We use the same convention for other tori.

Proof. The proof of this result is trivial. O
Definition 2.16. For u € C/R | z € (C\ 2inZ)’, t € t/R, set

exp(2im (A, t))
(2.54) Qult,z) = DL .
)\é* HieIu (27 (i, ) — i)

Clearly as a function of ¢, Q,(t,z) is a well-defined distribution on t/R.
For M € N, we also consider the partial sums

M ) = p(2imi), 1))
(2.55) Qi (tx) = Y iy, (2im(as, ) — ;)

AeR*
A<M
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Note that Q. (t,z) depends only on the projection of 2 on C'«.

Theorem 2.17. Foranyn € N* uc C/R ,v € ﬁ%, t € t/R, the following identity
holds

t+h
(2.56) nter Z exp(21w(v,t+h>)Qu(L,nx):Qu(t,x+2iﬂ5uv).
h€R/nR "
Proof. Clearly, ifA\e R, veﬁ*/n,
(2.57) L > exp(2i <3+ t+h)) = exp(2i <3+ 1)) if A e
. nrhﬁ/ﬁxp i~ + v, = exp(2im(~ + v, if — v ,
€R/n

=0 otherwise.

From (2.54),(2.57) , we get

(2.58) plu—r Z exp(2iﬂ<v,t+h>)Qu(#,n$)
h€R/nR
_ exp(2im(\, t))
Ag* I @im(i, A) = (@i + 2im (e, v)))

i€l
= Qu(t,x + 2iTa,v).

The proof of our Theorem is completed. O

Theorem 2.18. The partial sums QM (t,x) converge uniformly together with their
derivatives to Q,(t, ) on compact subsets of (t/R)\ H, x (C\2i7Z)*. The following
identity of distributions holds

1
Hie]u (exp(mi) -1

In particular for x € (C\2i7Z)%, Q. (t, ) is a distribution in L>®(t/R). Also (2.59)
is an identity of smooth functions on (t/R)\ H, x (C\ 2i7Z)".

(2.59)  Qu(t,z) = (—1)*au. ) exp((z,s))| in D'(t/R).

Proof. For x € C\ 2inZ, the Fourier series for e** (s € [0,1]) is given by

eQiTrks
2.60 T8 = (e -1 _
( ) € (e ) Z —2itk +
keZ

Since e® is smooth on [0, 1], the partial sums in (2.60) converge uniformly together
with their derivatives to e”® on compact subsets of R/Z\ {0} x C\ 2inZ.
From Proposition 2.15 and from (2.60) , we get

(2.61) e = T (e =1) > . ,
iel. T H (=2im (i, A) + 24)
i€ly,

621'71'()\,25)

which coincides with (2.59).

Also for x # 0, the wave front set of the distribution €®* on S is just {0} x R*.
By [24, Theorem 8.2.13], we see that (¢,p) € t/R x Rf« \ {0} lies in the wave front
set of Q, (¢, ) only if t = Z t'ay, and (p, ;) = 0 when t* ¢ Z. Therefore Q. (t, x)

=
is smooth on (t/R) \ H,.
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The proof of our Theorem if completed. [l

2.4. Tterated residues and the series Q,(t,z). Recall that by Theorem 2.18,
for generic values of x, Q,(t,r) is smooth on (t/R)\ H,. Therefore by (2.46),
Qu(t, ) is smooth on (t/R) \ H.

Let z € R — [z] € [0, 1] be the periodic function of period 1, such that [z] = x
on [0, 1].

In the sequel, if ¢ € t/R, we represent ¢ by a given element in t, which we also
denote by t.

Also the map (f!,...,f") € {0,1,...,d—1}" — f = Zfiei € R defines a
1

one to one map into R/dR. In the sequel, we will always identify f € R/dR to the
corresponding element in {0,1,... ,d —1}".

Theorem 2.19. For any u € C’/E*, for generic values of x € (C\ 2inZ)*, for
t € (t/R)\ H, if we still denote by t a representative in t,

Quit.a)= (-1 Y !

I=(i1,.,ir)Cly <ai1"" ’aiT>
I generic, fe%
T I I
(p’—lai')x > 1 I .
(2.62) expdd) ————— [=({pj_1(t+f)e)
20y, 47
1 . 1
D A H d<p1'71ai'111> ’
H (<Oéu$ > l’z) j=1€exp (m) —1

i€\
Proof. Takel < j <, I = (i1,...,ij_1) C Iysuchthat (a;,) #0,...,(Q,... 05 _,) #

ks
0. For k = (kjt1,... k) € Z"77, we identify % with Z kie® € t ~ t*. In the
i=j+1
sequel, 10]1-71 denotes the projection t — {e;,... ,e,} with kernel {a,,... a4, }.
In view of (2.28), for i € I,,, i ¢ I, we will use the abusive notation

(2.63) Py, 2ty =
j—1
J (Qiy ooy Qg Oy Oy e Q)
=) o
k=1 <ai17'-' 7O‘i]‘,1>

Equation (2.63) will in fact be a definition for the left-hand side. For s € R, if
1<j5<r, set

teﬂ'ks

2.64 = — .
. @ kezz [T (@)-1ci, 2im(ke’ + &) — 27))
i€l \I

We claim that for at least one i € I, \ I,

(2.65) (pi_yai,e?) #0.



40 JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

FIGURE 2.1
In fact by (2.29),
. (ail,...,ai;l,aﬁ
(2.66) (p_jau,el) = -
It <Oéi1,...,04ij71>

Since the elements of R,y span t* ~ t, for at least one i € I,, \ I, (2.66) does not
vanish.
Clearly
1 exp(2imE (s +
O o)
okez, H (21ﬂ(p§_1ai, eJ>E + <p§_1ai, 2imk — xI))
i€\

Then for generic x € C, we can write (2.67) in the form

2689 Q=2 3 3

0<f<dkeZ

al#H]
el ~a
Resa_2i7rk{ < 7 j> }
pl_ s, el)a L~ u
( IT (B ol i zf>)> (e~ 1)
i€ \I

Assume that s ¢ Z. Then for f e N, 0< f < d,
(2.69) 0< {#] <1.
Also by (2.29) , if (@, ... ,i;_,, ) # 0, then

d

(2.70) :

(pj_1u, e7)
d<p§—1ai77€\>
(pj_1u; e7)

For n € N, consider the contour I';, = I';,, 4 UT',, _ given in Figure 2.1, and its

€Z.
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interior A,,. For f € N, 0 < f < d, put

ea[%]
(2.71) gr(a) = (pl_ 0, el)a .
( T (P2 o, 2k~ $I>)> (e~ 1)
i€l \I
By (2.69), as a € Ay, |a| — +o0,
(2.72) gs(a) = 0.

Also the integral / gyr(a)da converges. We can then use the residue theorem to

n

evaluate / g¢(a)da. Finally by (2.65), (2.71), as n — +oo, / gf(a)da — 0.
r I'n

Then we ﬁnT(Li that for generic z € C¢,
(2.73) Z Resqgr(a) =0.
acC

Now for generic z € C*, the poles of g¢(a) other than {2i7k} ez are simple (this
follows in particular from (2.63)), and given by

(i1, ik — xl)
<p§_104i]. ) €j>

In the sequel, we use the notation

(2.74) a=—d

,’L'jelu\[, <ai1,... ,aij>7é0.

(2.75) (I,35) = (i1, ,35) -
Observe that if (i1,...,4;) is generic, if y e t* for 1 <k <j—1,
(276) <ai17"'aaik,lvyaaik+17"';aij> _
<ai1;--- ,Ozi.>
J
1
<Oéi1, ,Oéij71> <<ai17 ce. 7aik,1ay7 O‘ik+17 ce. ,Oéi].71>
(ail,... ,aikil,aij,aikﬂ,... ,aij71>
— a-,...,a-.i,y).
<04i1a---;04ij> <11 Tj—1 >
In fact if y lies the vector space spanned by ;... a4, 06,0 @iy, iy,
€j+1, ... ,er both sides of (2.76) vanish, and if y = «;, both sides are equal to 1.

So by (2.6), (2.63), (2.66), (2.68), (2.70), (2.73) and (2.76) with y = a4, © & (I,4;),
we get

277 Qr=- 3 (o, 0,0)

ij €Iy \T (

(4 vere vy )70 0 <d

Qg

! ok I oy axl
exp (—2mM(s+f)+d<pj1 i) [S+f]>

(p][—laijaej> <p§—1aij’ej> d

1

L) e T I d(pt_ oy al)
H ((pj o, 2tk — x >) (eXp ( @]Iilaijyej) ) - 1)

i€l \(1,i5)
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Now by (2.7), for j' > 5+ 1,

<p§710‘ij ) ej,>

(Ivi') i’
(2.78) (p; ej, el ) =— .
7 J (p‘;ilaij7e]>

Using (2.77), (2.78), we obtain

(2 79) QI _ Z <Oé“, .. )aij—1>
ielu\I <ai17 . aa11>
(ail,...,fxij>¢0,0§f<d

I i I
exp (2i7r<p§-l’if>(s + flej k) + d{pj_y iy, x7) {S + f])

<p§_104ij,€j> d
1

(Ii3) ) oi 7 I dpj yoipet) \
H ((pj oy, 2iTk — x >) (exp<<p§laij7ej> 1

iEIU\(Iaij)

Clearly
exp(2im Y, hift, )

k=(hy ke ) €2 H (2im (i, Zk’i@i> - ;)
i=1

i€ly

(2.80) Qu(t,z) =

Also with the notation in (2.63),
(2.81) (Pha, 2y = a; .
So using (2.79) with I =0, s = (¢,e!), we find that for {t,e') ¢ Z,

in=- ¥ o5 %

1€y k=(k2,... kr)€Zr—1
(o )#0
0<fl<d
; y t 1 1
(282) exp 2Z7T<p§zl)(t+flel),k>+d Ly < +f €1, ¢€ >
(ai1> d
1
i . dx;, '
< H ((pgl)ai,ka—x1>)> <exp( x ) — 1)
i€l \{i1} (i)

Clearly, if t € (t/R) \ H, then (t,el) ¢ Z, and so (2.82) holds. More generally,
if t € (t/R)\ H, f € R, by Proposition 2.14, (pf_,(t+ f),e;) ¢ Z. Therefore
using (2.79), (2.82), we can iterate the procedure. Finally observe that by (2.63),
if I =(i1,...,4,) is generic, for i & I,

(2.83) (ploag, 2’y = x; — Z

k=1

(ail,... ,aikil,ai,aikﬂ,... aair>

<ai17'- . 7air>

.Z‘ik

= z; — (o, 2!).

Using (2.83), we get (2.62).
The proof of our Theorem is completed. O
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Remark 2.20. If we had assumed instead that eq,... ,e, is a simple basis of R, 4,
we would have obtained a better equality in (2.62) , with t € (t/R)\ H,. However,
it is essential here that we have use the same simple basis e, ... ,e, of Ry for all

the u € C/E* simultaneously. Finally observe that Theorem 2.19 can possibly be
reformulated using the formalism of Szenes [52].

Remark 2.21. Take n € N*. Then we have the exact sequence
(2.84) 0 — R/dR—— R/dnR —;—~ R/nR — 0 .

In (2.84), the map n is just multiplication by n, and p is the obvious projection.
Now in (2.62), we may replace d by nd. We get

(2.85) Qu(t,w) = n" " (=1)" >

I=(i1,... ,ip)CIy,I generic
fER/AR,heR/nR

_ exp di pJ yo;, nal)
<ai15"'aazr >

]—:1 p] 1al])€

1 (t + h) ; 1
() >]}Hmu\1<<ai,nﬂ> )
1

r d(p!_, i, mal) '
I (oo (G557) 1

Comparing (2.62) and (2.85) gives the identity (2.56), with v = 0.

By definition, Q,(t,x) is well-defined on t/R. However it is not entirely clear
that the right-hand side of (2.62) is indeed well-defined on t/R. We will now check
this fact directly.

Theorem 2.22. As a function of t € t, the right-hand side of (2.62) descends to
a function on t/R.

Proof. By Proposition 2.2, {a,, ... ,q;, )pley is an integral linear combination of
the (e,)p>k+1. Therefore for k < j—1, alp]1-7161c is an integral linear combination of
the (pf_ 1ep)p>k+1 So for k < j—1, d(p}_ ey, e’) is an integral linear combination
of the < _1€k, €j>(k+1§k/§])

To prove that the right-hand side of (2.62) is well-defined on (t/R) \ H, we only
need to show that if we add to ¢ an element of dR, the total expression does not
change.

Take f € R/dR. Then f is uniquely represented by an element we also note f,

(2.86) f=> frer 0< fF<d.
1

Clearly
J
(2.87) (it + )e?) = (i1t 4+ frer),el).

1
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Put

1 .
(2.88) Aj = |S0ja(t+ f).¢)
Since pi_je; = ej, (pi_,ej,e7) = 1. Therefore if we add to f7 an integral multiple
of d, A; is unchanged.

By the above, if we add to f” an integral multiple of d, the right-hand side of
(2.62) is unchanged. If we add to f"~! an integral multiple of d, then only the term
A, is possibly affected. However as we saw before, d(pl_je,_1,e") is an integral
multiple of (pl_je,,e”) =1, ie.

(289) d<p7{_167«,1, 6T> = Q<p7]"—leh er> 14 € Z.

Therefore adding to f"~! an integral multiple of d is equivalent to adding to f” an
integer. This show the right-hand side of (2.62) is invariant under this change.

A trivial downward recursion procedure shows that Q. (¢, z) is indeed well-defined
on t/R.

The proof of our Theorem is completed. [l

2.5. The Fourier transform on quotient of lattices. Let A, A’ be lattices in
t, with A C A’. Then there is a projection t/A — t/A’. Let f € D'(¢/A). For
we A*/A™ put

~ 1

(2.90) )= == > e R4 k).
’K kEA’/A
Then ﬁ € D'(t/A). Moreover if k € A'/A,
(2.91) Fult + k) = exp(2im(u, k) fu(t) .
Also
(2.92) =3 Ju.
pEA™ /A
By (2.90)
(2.93) Fl+k)y = > exp(im{u, k) fu(t).
HEA* /A=

Equation (2.93) is just an aspect of Fourier transform. Note here that if A C t/A
is such that f is C* on (t/A)\ A, then fA# is C* on (t/A)\ U (A+k). Then
keA’/A
formula (2.93) only expresses f as a function which is smooth on (t/A)\ U (A+
kEA//A
k), i.e. there is a loss of regularity in (2.93).

2.6. Fourier series on T. In the constructions of Section 2.3 , we may as will
replace R by CR, R by CR, R by CR". Foru e C’/R*, we still define I,,, R as in
(2.32), (2.34). However in (2.36), a,, : R'* — t* ~ tisreplaced by b, : Rf+ — t ~ t*
given by

(2.94) bu(t) = t'ha, .

i€ly
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Clearly
(2.95) by(Z'*)=CR, c CR.

Therefore there is a a surjection b, : (R/Z)* — T = t/CR. Then we have an
exact sequence

(2.96) 0— Ly — (R/Z)'" —=T -0 .

Definition 2.23. For u € C/R’, let S, C T = t/CR be given by
(297) Su={t€t/CR, t= > t'ha,, and {ha,,j € J} do not span t}.

JETCI,

Put
(2.98) S =S5p.
Then
(2.99)

S={teT=t/CR,t= Z t’he,, and {ha,,j € J} do not span t} .

JETC{1,...,0}

As in (2.46) , for any u € C/R’,
(2.100) S, CS.

By (1.12) , it is clear that if A\ € CR , o € Ry, B € R,
(2.101) (\a)€eZ,

m(\,0B) €Z.

In the sequel, when G is simply laced, we will make m = 1.

Definition 2.24. For u e C/R , z € (C\ (2in2)!, t € T = t/CR, put

m

exp(2im(\, t))

(2.102) Ra(t,z) = , .
\eCR" Hie]u (2’&7‘((0@, )‘> - mi)
Clearly, by (1.8), (1.10),
(2.103) Ry(t, z) = mlRet0Rl 3 ORI
\eCR"* Hielu (2i7—r<haia >‘> - %xl)
1hes )2
Of course in (2.103) , 21 =1 or m. From (2.103) , it should now be clear

that Theorem 2.18 can be applied to R, (¢, ). In particular on compact subsets of
T\ S, x (C\ Z22)! R, (t,z) is a smooth function of (¢, z).

If G is simply laced, the objects we just constructed are the ones we already
obtained in Section 2.3.

Now we use the notation in (2.35). Put

(2.104) a=ag.
Then if s € RY,
£

(2.105) as = Z say .

=1
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Let @ : t ~ t* — RY be the transpose of a. Then
(2.106) at = ({aq, t), ..., {ae,t)),

and a maps R into Z°. o B

Now we will use (2.90)-(2.93), with A = CR, A’ = R. In the sequel, we view
Ry (t,z) as an element of D'(t/CR). If u € CR /R, we define (Ru)u(t,z) as in
(2.90).

Proposition 2.25. If u € CR /R, if Ay € CR" represents p, then
(2.107) (Ru)u(t, ) = exp(2im( Ay, ) Qu(t, & — 2imaN,,) .
Proof. If A € ﬁ*, then

(2.108) exp(??r(\)\7 1)) = exp(2im(A,t)) if A € CR" maps to ue€ CR /R,

= 0 otherwise .

Then
== H (2im (o, A) — (@ — 2im (i, A\y))
i€l
From (2.109) , we get (2.107). The proof of our Proposition is completed. O

Remark 2.26. By Proposition 2.25 , we get the otherwise obvious fact that the
right-hand side of (2.107) only depends on x and not on \,,.
For any i € @*/E*, we choose A\, € CR" representing /.

Theorem 2.27. The following identity holds

(2.110) R, (t,x) = Z exp(2im (A, 1)) Qu(t, x — 2ima\,) .
wECR"/R"
Proof. This follows from (2.92) and (2.107). O

2.7. Tterated residues and the series R,(t,x). Let 7 : t/CR — t/R be the
obvious projection. For u € C/R", put

(2.111) S.=7"1(H,)
S=7r"Y(H).
Clearly 7 maps S,, into Hy, S into H. Therefore
(2.112) Sy C Su,
Scs.

If G is simply laced
(2.113) S

Ul W

S

w0
I

Recall that by (2.20), dR C CR.
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Theorem 2.28. For anyu e C/R ,t€T\'S, then

f 1
(2.114) Ru(t,z): _ (71)T R
cr I=(iy ZiT)CIU <ai1 P ,aiT)
I ,gen,eric
feCR/dR
: - <p§_1aij,;p1> 1, )
expldy =" - (pl (t+ f),€)
H ((ai7x1>_$i) ]; <p§_1aij,e]> 4\t
i€l \T
I 1
j=1 exp( <p§71ai;£j> )—1

Proof. We use Theorems 2.19 and 2.27 . Also, if h € ¢,

(2.115) (@h)! =h.
So we deduce from (2.115) that if i € I, \ I,
(2.116) (i, (@\,)") — (i, A\y) = 0.

By (2.19), (2.28), if A\ e CR
d<p]l-7104ij ’ a‘A>
(pj_ycvi,,e7)

From (2.13), (2.62), (2.110), (2.116), (2.117), we get (2.114). The proof of our
Theorem is completed. O

(2.117) € Z.

2.8. Fourier series for the universal cover of a semisimple centralizer.
Take u € C/R". Recall that by

(2.118) m1(Z(u)) = CR/CR,.
Also
(2.119) CRCR,.

Let Z(u) be the universal cover of Z(u). Then by [15, Theorem V.7.1],
(2.120) Z(Z(u)) =R, /CR, .
Therefore m (Z(u)) = CR/CR, is a subgroup of Z(Z(u)). Also CR,, is the lattice
of weights of Z(u).

. _ RNy
Definition 2.29. Foru € C/R ,t € t/CR,, x € (C\ %) , put

~ exp(2im(\, t))
(2.121) Rult,z) = P .
AEZC%Z 'H (2im(\, ;) — x;)
Clearly u
(2.122) m(Z(u)* =CR, /JCR" .

— e R, NCR —*
Also R,/R maps into CR,,/CR , with kernel “T In particular v € C/R

maps to an element of m1(Z(u))*.



48 JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

Definition 2.30. Foru € C/R , € Z,t € T = t/CR, put

1 ~
(2.123) R q(t,x) = = E exp(2im(qu, h)) Ry, (t + h, x) .
|7Ru | he LE
CTRu

Proposition 2.31. If u € C, the following identity holds
(2.124) Ry q(t,x) = Ry(t, x + 2imqau) exp(—2im{qu, t)) .

Proof. Since u € CR,,, our identity follows from (2.123). O

Theorem 2.32. For any u € C/E*, qEZ, teT\S, then

Rl . 1 ‘
<M%>wa@:iﬁ<4)ll§: o eein(lau 1))
=(91,...,%r)Cly
I generic
fECR/dR

1 " <p§7105i'7:r1> 1 I ;
expd) | 5(pj_1(t+ f).€)
H ({e,2") — ;) ; (p]_y0s,,¢7) | 4707

i€ NI

T

1
H d(p§71aij ;)

j=1 exp( (] _ o, e9) )

-1
Proof. We use Theorem 2.28 and Proposition 2.31. Since for i € I,,, {(u, ;) € Z, by
(2.13), (2.29), (2.116), we get (2.125). The proof of our Theorem is completed. O

2.9. Bernouilli polynomials and the Fourier series P,(t).

Definition 2.33. For n € N, t € T = t/CR, put

(2.126) Po(t) = — 2 %

m(A)#£0

For M € N*, we will consider the partial sums

Moy exp(2im (A, t))
(2.127) PM(t) = Ae%%* o
WY

Clearly P, (t) is a well-defined distribution on 7' = t/C'R. Recall that

(2.128) K={tet fora in Ry, (a,t) >0}.
Then by [15, Note V.4.14] and (1.186),
Ew exp(2im(w(A + p), 1))
2.129 P,(t) = — for n odd,
(2129 == 2 TG r
AeCR'NK
weWw

_ exp(2im(w(A + p),t)) 1 even
ST FOear '
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By (1.186), (2.126), for w € W,
(2.130) P, (wt) =" P(t).

8/t

Since 7(t) is a polynomial, 7 (2—) is a differential operator. Then we have the
i

identity of distributions on T' = t/CR,

/0t
(2.131) T (2/2—7T) P,(t) = Pp_1(t) for n>1.
Definition 2.34. For ¢ € [0,1], n > 0, put
e2i7rkt
2.132 n(t) = — —_—
(2132 Pl =-3

k0

If G = SU(2), then T ~ S; ~ R/Z. One verifies easily that the p,(t)’s are ex-
actly the P,’s associated to G = SU(2). Then (2.131) is the equation of distribution
on Sl

(2.133) Pp(t) =pp-1(t) , n> 1.
Also

(2.134) po(t) =1— 10y,

So by (2.133), (2.134), we get

(2.135) (%)npn(t) —1— Gy

By (2.135) , it is clear that the p,(¢)’s are polynomials on Sy \ {0}. Also for n > 2,
the series in (2.132) is absolutely convergent on [0,1]. For n > 1, the series in
(2.132) converges uniformly together with its derivatives on compact sets of Sq, not
containing 0.

By [43, Appendix B] , the p,’s are exactly the Bernouilli polynomials. In the
sequel, we will consider the p,’s as polynomials on R, whose restriction to ]0, 1] is
given by (2.132).

Recall that

(2.136) Td(z) = 5 _xe_z .
Then
(2.137) Td(z) — Td(~z) = 1.

Finally by [49, p147] , if the By, k > 1, are the Bernoulli numbers,

+oo
(2.138) Td(z) =1+ g + ;;(_1)k+13k ék)! .

Proposition 2.35. Forn >0,t € R,

(2.139) Pn(t) = Resq—o Ft—a ! ] .

a™ e* —1
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Proof. For 0 <t <1, put

ete 1

am et —1°

Clearly fin(a) has simple poles at a = 2iwk,k € Z*, and a pole of order n + 1 at
a = 0. Then, for k € Z*

(2.140) fin(a) =

eQiﬂ'kt
(2imk)™
Now we use the Cauchy residue theorem inside a circle of centre 0 and radius

2n(M+1/2),as M — +oo. Forn > 2, or for n = 1, ¢ €]0, 1], the integral of f; ,(a)
on the circle tends to 0 as M — +o0o. So we find that

(2.142) > Resa=aink fin(a) = 0.
keZ

From (2.142) , we get (2.139) for n > 2, or n =1, 0 < t < 1. Then since p,(t) is a
polynomial, (2.139) holds for any ¢t € R. For n = 0, (2.139) is trivial. The proof of
our Proposition is completed. O

(2.141) Resa=2irk fi,n(a) =

Proposition 2.36. Forn >0,t € R,

(2.143) pn(t) = Td(—a/at)g ,

tn
Pry1(t+1) = prya(t) = R

Proof. Clearly,
0

2.144 e = e

( ot

By (2.144) , we find that for |a| < 2,

(2.145) Td(—09/0t)e™ = Td(—a)e .

Using (2.139), (2.145), we get

(2.146) pn(t) = Resa=o [%Td(—a)] = Td(—0/0t)Resq—o [%}
_ Td(fa/at)% .
By (2.139)
eta m
(2.147) Pn+1(t +1) — pagi1(t) = Res [W} ==
The proof of our Proposition is completed. [l

Recall that R,  denote the set of short positive roots.

Theorem 2.37. For n > 1, as M — +oo, the partial sums PM(t) converge to
P, (t) uniformly on the compact subsets of T\ S. The following identity of distri-
butions holds on T = t/CR,

4
(2.148) P, (t) = (=1)Htmnlfetlp, [Hpn(ti)‘| .

i=1
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In particular P,(t) € Loo(T). Also (2.148) is an identity of smooth functions on
T\ S. Finally P,(t) is a polynomial on T\ S.

Proof. By proceeding as in the proof of Theorem 2.18 | we get (2.148). By the same
argument as in Theorem 2.18 , we find that P,(¢) is smooth on 7'\ S. Also the
uniform convergence results for the pM(¢)’s and (2.148) imply the corresponding
uniform convergence for PM (t).

Now, we will show that P, (¢) is a polynomial on T\ S. In fact we will prove
that for 1 < ¢ < ¢, for p large enough,

(2.149) ht P,(t)=0onT\S.
Clearly b.0/0t; = hq,. Then using (2.135) , we obtain
(2.150) A2 bupn(th) .. pn(t9)] = bulpn(t?) .. pu(t9)]
— b [0s—opa () .. pa(t))].
Clearly
(2.151) B, balpn(t?) ... pu(t9)] = 0.
Let V1 be the vector space in t spanned by hq,, - .. , ha,. If V4 is not equal to t, the
support of by[ds, —opn (t?) ... pn(t9)] is included in S. From (2.150) , we then get
(2.152) R, [p(th) ... pn ()] =000 T\ S.
If V1 =t, we can express hy, in the form
(2.153) hoy = i:ajhaj :
j=2
By (2.135),
(2.154) hiey 08t —0pn (1) . (t9)] = 0[Sty 0P (%) ... (1))

— by [5t1:0,t2:0pn(t3) . -pn(te)] .
Let V3 be the vector space spanned by ha,, - - . , ha,- If Vo # t, then by the analogue
of (2.152),

(2.155) Rt g [0t —opn(t?) .. .pa(t)] =0 onT \ S.

Now using (2.155) , and iterating the above argument, it should be clear that
for p € N large enough,

(2.156) h?, P,(t)=0 onT\S.
In (2.156), we may as well replace the index 1 by the index ¢, 1 <4 < ¢. Therefore

we have established (2.149).
The proof of our Theorem is completed. O

2.10. The Fourier series P, ,(t). Take u € C/R". Recall that Z(u) is the uni-
versal cover of Z(u). Then Z(u) is connected and simply connected. Therefore to
Z(u), we can associate the objects we just constructed for G. Observe that t/CR,
is a maximal torus in Z(u), and t is its Lie algebra.

Definition 2.38. Let m,(t) be the function on t

(2.157) ma(t)= [ @ira,t).

Q€Ry, +
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Then 7, (t) is the analogue of ().
Definition 2.39. For u € C/R ,n e N, t € t/CR,, put

~ B exp(2im(\,t))
(2.158) Pun(t) = — Agf T
T (A)#0

Then P, (t) is the analogue of P,(t) for Z(u). Take w € W. We identify w
with a representative in N(T')/T. Then if u € C/R’,

(2.159) Zwu) = w Z(w)w",
CRyy = wCR,,
RZ(wu) = wRu,
Rz(wu)’J’, = wR,NR;.

By (2.159), we get

(2.160) Twu(t) = (=1) BN Redlp 1)
Proposition 2.40. Ifu € C/E*, ne€N,weW, then
(2.161) Pyn(t) = (—1)MEwCERaDI Bt
Proof. Clearly by (2.159), (2.160),

ein(/\,wt)

(2.162) Ponty = = Y ERCENT

AeCRy,,
o (w = TA)#£0

R (= Rus)| Z 62i7r(>\,wt>
s G
AETRE., [Tuwu (A)]"
wu (A)F£0
_ (_1)"\R+ﬁw(*Ru,+)|ﬁwun(wt)’
which coincides with (2.161). O

Let S, C t/CR, be the analogue of S C t/CR. Of course S, projects into S,.
Then by Theorem 2.37 , P, ,(t) is polynomial on (t/CR,,) \ Sy.

Let i1,... ,iz, be the elements of I, = {i € {1,... ,¢},a; € R, +} arranged in
increasing order, i.e. i1 < ig... <'g,.
If f(z) = f(@4,,... %, ) is a meromorphic function of € R', we denote by

Resi‘;o f the expression
(2.163) Res;of = Resy,, =0 Rese, —of (Tiy,- - Ty, ) -

It will be of fundamental importance that the order in (2.163) is fixed once and for
all.

Theorem 2.41. Forue C/R , n>1,

2.164 Py n(t) = —Reske ééu tx).
( ) n(t) O(Hxi)n (t,x)

i€ly
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Proof. Clearly

1 1 1
2.165 Resq,—0—- = if {ai, A) # 0,
( ) B O:L'? 2im{a;, Ay —x;  (2im{ay, )™ if (e, A) #
=0 if (a;, A) =0.
Using (2.165) , we get (2.164). The proof of our Theorem is completed. O

Remark 2.42. The identity (2.164) can be viewed as an identity of distributions on
t/CR,, of smooth functions on (t/CR,,) \ Sy, of elements of L>°(t/CR,,). Also for
the moment, the ordering in (2.164) is still irrelevant.

2.11. The function P, , 4(t). If t € t, we still denote by t the corresponding
element in 7' = t/CR.

Definition 2.43. For v € C/R*, g€ Z,n € N, t € t/CR, put

1 . =~
(2.166) Pung(t) = —== > exp(2im(qu, h) Pun(t + h).
|CRu | he CR

CR

g

Observe that the function exp(2im(qu,t))Pyn,q(t) descends to a well defined
function on T = t/C'R. Equivalently, we may consider P, , ,(t) as a section of the
flat line bundle L,, on T, associated to u € t*/ﬁ*.

Proposition 2.44. Ifu € C/E*, geZ,neN,weW, then

(2.167) Pung(t) = (=)0 CReDPy g (wt).
CR .

Proof. Clearly w : — ——— is one to one. Then (2.167) follows from Propo-
CR, CRyu

sition 2.40. O

Theorem 2.45. The section P, p 4(t) is a polynomial on T \ S,.

Proof. Since ]Sun(t) is polynomial on (t/CR,) \ Sy, it is clear from (2.166) that
P, n,q is polynomial on T\ S,. O

Theorem 2.46. Foru € C/R, n € N, ¢ € Z, t € t/CR, the following identity
holds

1
(2.168) Pyng(t) = —Resl j——= Ry (t, 7).
i€l
Proof. This follows from (2.123), (2.164), (2.166) . O

Definition 2.47. For u € C’/E*, let Z,, be the set of generic I = (iy,... ,i,) C I,
such that if o € S, is defined by ior(1) < lgr(2) < ... <igigny, if j € I, \ I, either
j < ol(1), or if p; is defined by the condition

(2.169) torny <...< igl(pj) <j< Z.O—I(p].Jrl) < ...,
then
(2170) aigl(l) /\"'/\aigl(p.) /\Oéj 7&0
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Condition (2.170) is equivalent to

(2.171) o g{aial(l),... ,ozigl(pj)}.
If I € 7, we define Resizo by the formula

(2.172) Res!_, = Reszid(r) =0--- ReSin(l):o .

Theorem 2.48. For u € C/R*, n>1,q € N, ift € t represents an element of
T\ S, then

R 1
2.173) Puno(t) = |==|(=1)"*! — exp(2im({qu,
(2178) Punalt) = 55| (1) Y e )
fECR/AR
1 " {pl oy, at)
Res!l_o | —=——| exp{d) —2— "~
| | st

a€ERy +

1 WU 1
{E <pJI»_1(t + f), 6J>] } H d(p!_ o @)

j=1 eXP( (pjf-,laij7ej) ) —1

Proof. By Theorems 2.32 and 2.46, for t € T'\ S, we get

- 1
_ | R |(_1\r+1 ;
Pamalt) = [ (G0 3T s exp(Rim((qu, 1))
T '
fegCR/dE
(2.174)  Resl ,—=1 — expeddli_, M
(IT=0" I Cesa®) =)
i€l 1€l \T
) r 1
Y f),ef>]} M
j=1 exp# —1
(p]1‘710‘ij ,ed)
Now 2! depends only on ;,, ... ,x; . Therefore in (2.174), the dependence on the
1
(%4)ier,\1 is only via the term )
I = (e, 2"y — )

1€l \T
Take ¢ > 0. Let v € C, |v] < ¢, w € C, |w| > €. Then by the theorem of
residues, for n > 1,

1 dz; 1
(2.175) — / 0 - :
2mi Jeice aP(v+w—x;)  (v+w)?

ESTEE

1 / dl‘j
— .
2mi J e (v —xy)

lojl=1 7
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Take j € I, \ I. If

(2.176) aj = daq

k=1
then

(2.177) (aj, @ Za i -

Put

T

P;
_ k... _ k...
(2.178) v = g a’Ti o w= g atTi ;-
k=1

k=p;+1

Observe that w is identically 0 if and only if a® = 0 for k > p; + 1, i.e. if o; €

{aiaI(l) gooe ’aiaf(pj) }

To evaluate (2.174), we will use (2.175). Namely take a sequence €1, ..., €, in
Ry, with 0 <€, <...<e,. Thenif f(x;,...,2; ) is a meromorphic function,
by definition,

dx; dx;
I, _ ) ) 11 L,
(2.179) Res o f = o 1=, f(@iy, oo m4,,) i Zim
1<5<ey
If the sequenceey, ... ,€p, is enough decreasing, when taking the x;; as in (2.179),
if a; ¢ {aigl(l),... iy, )} in (2.178), then |w| > ;.
Using (2.175), (2.179), we find easily that for j € I,, \ I,
1
(2.180) Resy;=0— =0 ifoje{ai , ... q; b,
2} (o, ') — ;) ! . el
1 :
:7<04j,$[>" if o & {aigl(l), e ,aigl(pj)}.

A related argument is as follows. Define v, w by (2.178). If w = 0, then since
the Ti 1y k < p; have been made nearly equal to 0 before z;,

2.181 _ .
( ) erwf:L'j kzo ;“H

From (2.181) , we get

1 1
(2.182) Resz;—o 77] =0.
T30+ W= T
If w # 0, then
+oo k
1 — )
2.183 —_— = —
(2189) D L
By (2.183) , we get
400 n—1 k—n-+1
1 1 Cr () 1
2.184 Res, - - k _ ,
(2.184) S0 T T k:Z = CEEnT
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which gives another proof of (2.180). Finally observe that if j € I,

(2.185) (o, 2y = z;.
From (2.174), (2.180), (2.185), we get (2.173). The proof of our Theorem is com-
pleted. [l

By Theorem 2.22, we already know that, as a section of a line bundle, P, ,, 4(t)
is polynomial on 7'\ S. By Theorem 2.22, the right-hand side of (2.173) descends to
a section of the same line bunlde . We will give a direct proof that the right-hand
side of (2.173) is polynomial on 7'\ S.

Theorem 2.49. The right-hand side of (2.173) is a polynomial on T \ S.

Proof. In the right-hand side of (2.173), up to a locally constant factor on T\ S,
1 _

we may and will take off the brackets in {—(pjl»_l(t + f),€¢’)|. By (2.13),

d
(2.186) 2: %(p;l(t—i— ), ely =+ f,xl).
Then -
(2.187) (t+fal) = iFj(t)%fm :

1

and the F7(t) are affine functions of ¢ € t. Therefore

. = J TsI(i k
(2.188) exp((t + f,z1)) = H <Z w> ,

j=1 \k=0
Moreover
T (st
1 (Pj_icij,ed)
(2.189) _ ! v
d(p§71aijﬁzf> 1 d<p1710‘ij sl
eXp (P _jaijel) | (pl_ iy ,ed)
Also by (2.28), (2.29),
T I
L oy 1
(2.190) <pfl L ‘> -
(pjflaij,ew (Qiyy oo ;)
j—1
(<ai1a v aaij71>xij - Z<ai1; BN € 7 PR aij s Oéik+1, .. 5ai]‘1>xik) .
k=1
Finally the (a;,z!) are linear combinations of z;,,... ,z;,.

Freeze now z; Tyt and consider one of the terms in (2.173) as a

s i g 3
al(r)
function of xz; Ty Then it is clear that this term is a meromorphic function of
o

Ti 1, with a pole of finite order at Ti_p ., =0- When taking the residue at 0 in the
variable z; ) by the above, it is clear this will introduce a finite power F1(t)*,
i.e. a polynomial function of t.

It is now clear that the procedure can be iterated. The proof of our Theorem is
completed. O
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2.12. The action of a differential operator on P, , (t). Let s € t* — F(s) €
C[s] be a power series, which converges on a neighborhood of 0. Then F(9/0t)
is a formal power series of differential operators. Since P, ,,(t) is a polynomial on
T\ Sy, F(0/0t)P, (t) is a well-defined polynomial on T\ S,.

Recall that we have identified t and t*. Then if I = (i1,...,4,) is generic, if
xz € C! then 2! € t ~ t*.

Theorem 2.50. For u € C/F*, n € N*, g € N, if t € t represents an element of
T\ S, then

_ E _1\r+1 ;
(2.191) F0/0)Funalt) = ‘ﬁ‘( Y I=(in Zmezu (i, )
feﬁ/dz_z
1
exp (2im({qu, f Resi: FﬂCI)—
p( <q >>) O( ( (]:[<Oéj7x1>)n

! Oéi.,zl ‘
d%ﬁ B<p§—1(t+f),eﬂ>]}
1

GXp{
r I 041-.,:61 '
i) )

<pj71a1j’ej>

Proof. For y # 0, [y] —y is locally constant. Using (2.186), if s € t is identified with

the corresponding vector field, then
< 1%, T 1 T i
(2.192) ssexp|d Wi, T =(pi_1(t+ f),e)
Z < 5 1041J,€J> dyi-1

exp(dz p] 1 >l;<p§1(t+f),€j>]>-

p] 1al])

From (2.173), (2.192), we get (2.191).
The proof of our Theorem is Completed O
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3. SYMPLECTIC MANIFOLDS AND MOMENT MAPS

In this Section, we recall known results on symplectic manifolds and moment
maps. In particular we prove the formula of Witten [60] and Jeffrey-Kirwan [26],
which expresses the integral of certain characteristic classes on symplectic reduc-
tions in terms of the action of differential operators on the symplectic volume. The
results of this Section will be used in Section 5, where we will give a formula for
the integral of certain characteristic classes on the strata of the moduli space.

This Section is organized as follows. In Section 3.1, we recall elementary facts
on orbifolds. In Section 3.2-3.4, we give elementary properties of moment maps. In
Section 3.5, we give a direct simple proof that the image of the symplectic volume
measure by the moment map can be evaluated in terms of the symplectic volume of
the symplectic reductions. In Section 3.6, when 0 is a regular value of the moment
map u, we recall Jeffrey-Kirwan’s expression of the volume of the neighbouring
fibres in terms of integrals of characteristic classes on the symplectic reduction of
p~1(0). In Section 3.7, we prove the formula of Witten-Jeffrey-Kirwan. Finally in
Section 3.8, we apply the above to the symplectic coadjoint orbits of G.

3.1. Orbifolds. Let X be a smooth compact manifold. Let G be a compact con-
nected Lie group, and let g be its Lie algebra. We assume that G acts on X on the
right. If Y € g, let YX € Vect(X) be the corresponding vector field.

We assume that G acts locally freely on X, i.e. for any non zero Y € g, Y ¥ is a
non vanishing vector field on X.

Let g¥ be the subvector bundle of TX which is the image of g by ¥ — Y X,
Then we have an exact sequence of G vector bundles

(3.1) 0—g~ =TX -TX/g~ —=0.

The above data define an orbifold X/G, and the G-bundle TX/GX is also called
the tangent bundle TX/G to X/G. If the G-bundle T X /g is orientable (or equiv-
alently if TX is orientable), we will say that the orbifold X/G is orientable.

If G acts freely on X, then X/G is just the standard quotient.

Ify e X, let Z(y) = {g € G;yg = y} be the stabilizer of y. Then Z(y) is a finite
subgroup of G. By [?, Proposition 27.4] , there are finitely many conjugacy classes
of finite subgroups of GG, which occur as stabilizers.

Inclusion induces a partial ordering on the set of conjugacy classes of finite
subgroup of G. On each connected component of X, there is a unique minimal
conjugacy class of stabilizers S, called the generic conjugacy class of stabilizers.
This minimal conjugacy class then acts as the identity on the considered connected
component. The order |S| of a generic stabilizer is locally constant on X.

Let X,eg be the set of y € X such that Z(y) lies in the minimal conjugacy class.
Then X,eg is open in X, and X,eg/G is a smooth manifold included in the orbifold
X/G.

Definition 3.1. A 1-form 0 : TX — g is said to be a connection form on 7 : X —
X/G it
e ForY € g,
(3.2) oY) =Y.
e For g € G,Y € g,
(3.3) 970 =0.g.
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One verifies trivially that G-connections exist. Then the curvature © of 8 is
defined by

(3.4) a9 = —5[60.6] + ©.
Alsoif Y € g,g9 € G,

(3.5) iyx0 =0,9"0 =0O.g.
Put

(3.6) THX ={U e TX,0(U) = 0}.
Then TH X is a G-invariant subbundle of TX such that
(3.7) TX =T"X @ g*~.

A G-invariant form « on X is said to be basic if for Y € g, iyxa = 0. From
now on, we suppose that X/G is an oriented orbifold. Then X,c/G is an oriented
manifold. By definition

(3.8) / a= / a.
X/G Xreg /G

Let E1,...,E, be a basis of g, let E',... , E™ be the corresponding dual basis
of g*. We write the connection 6 in the form

(3.9) 0=%70"E;.

Then E' A ... A E™ defines a volume form on G. Let Vol(G) be the corresponding
volume of G.

We equip g¥ with the orientation induced by the orientation of g. Then T'X ~
TX/gX @ g¥X is naturally oriented. If « is a G-invariant basic form on X,

5| / 1
3.10 / o= aNO N...NO".
(3.10) X/G Vol(G) Jx

If a is a G-invariant basic form on X, da is also G-invariant and basic. Then
since (X/G) \ (Xreg/G) is a union of submanifolds of codimension > 2,

(3.11) / da=0.
X/G
In fact note that
(3.12) / da NOY AL AT = (—1)deeletD) / aNdO AL A,
X X
By (3.4),
(3.13)

/aAd(alA...AG”):/aAZ(—l)H@lA...AeHA@M...AG":O,
X X =1

which provides another proof of (3.11).

Let £ — X be a complex G-vector bundle on E. Let VF be a G-invariant
horizontal connection on X. Namely suppose first that G acts freely on X. Then
VE is just a connection on the vector bundle X x g E over X/G. More generally, if
G only acts locally freely on X, the above construction still makes sense. Let F¥ =
V2 be the curvature of V¥. Then FF is a G-invariant basic 2 form on X with
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E

values in g. Let P be an ad-invariant function on g. Then P(E, VF) = P(——) is

a G-invariant basic closed form on X. If X/G is an oriented orbifold, the integral
fX/G P(F,VE) is well-defined and does not depend on VZ.

3.2. Symplectic manifolds and moment maps. Let (X,0) be a symplectic
manifold, so that ¢ is a nondegenerate closed 2-form. Let H : X — R be a smooth
function. The corresponding hamiltonian vector field Yy is defined by the equation

(3.14) dH = iy, 0,

which we rewrite in the form

(3.15) (d — iy, )(H + o) =0.

From (3.15), we get

(3.16) Ly, o =0.

If H, H' are two smooth functions, put

(3.17) (HH'} = Yy H=Yy.H = —o(Yy, Yi).
Then

(3.18) Yirmuy = Yu, Yl

Let G be a compact connected Lie group acting on the right on M, and pre-
serving o. Let g be the Lie algebra of G. Let n: G — Aut(g*) be the coadjoint
representation. If Y € g, p € g*, let {Y,p} € g* be the infinitesimal (left) action of
Y on p.

We say that p: X — g* is a moment map if

e Forz e X, g € G,
(3.19) n(xg) = p(z).g.

o If Y € g, if YX is the corresponding vector field on X, then (u,Y) is a
Hamiltonian for Y.

In particular, by (3.17),(3.19),

(3.20) (1, [V, Y']) = —a(YX,Y'¥).
Also by (3.19),
(3.21) Y ¥ = —{Y, p}.

Assume now that G acts locally freely on X. Of course, this never occurs if X
is compact. Let 6 be a G-connection form on 7 : X — X/G.

Proposition 3.2. There is a unique closed 2-form n on X/G such that
(3.22) o=mn"n—d{u,b).

Proof. By (3.3) , (1 3.19) , the 1-form (u, ) is G-invariant, so that if Y € g,
(3.23) Lyx {11,0) = 0.

Also by (3.16),

(3.24) Lyxo =0.
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Then by (3.14), (3.23),

(3.25) iyx (o +d{p,0)) =iyxo + Lyx(u,0) — diyx(u,0) =0
By (3.25), we find that the G-invariant 2-form o + d{u, 0) is basic. Therefore it is
of the form 7*7n. The proof of our Proposition is completed. [l

Let 0T be the restriction of o to T# X. Since o is G-invariant, it descends to
a 2-form on X/G. The same is true for the 2-form (u, ©).

Theorem 3.3. The following identity of 2-forms holds on X/G,
(3.26) ofl =%y — (i, 0).
Proof. By (3.4),

(3.27) Ay, 0) = (dp,0) + (u, ,%[97 0] + 0.

From (3.27), we get

(3.28) [, O = (1, ©).

From (3.22) , (3.28), we get (3.26). O
Remark 3.4. If X € g, by (3.15),

(3.29) (d—iyx)(o+ (1, Y)) =0.

Classically [57], (3.29) shows that o/ + (11, ©) descends to a closed 2-form on X/G.
Of course this also follows from Proposition 3.2 and Theorem 3.3.

Remark 3.5. Let {,) be a G- invariant scalar product on g. Then g and g* can be
identified. Let H C G be a Lie subgroup of G, and let hh C g be the corresponding
Lie algebra. Let b be the orthogonal space to h in g. Then g = h ® h* is a
H-invariant splitting. Let PY : g — b be the corresponding projection. Put

(3.30) 0" = PY, 6" = PY .
Then 69 is a connection on X — X/H, whose curvature ©Y is given by
1
(3.31) 0" = Phe — 5P‘J[ehie*“].
Take p € g*, and suppose that Z(u) = H. Then
1 1 L L 1 L €L
Therefore by (3.31), (3.32),
1

(3.33) (1 ~310,0] + ) = {1, 0").

So by (3.4), (3.22),(3.27), (3.33), if Z(p) = H,
(3.34) o =7 — (du,0) — (1, ©").
Equation (3.34) is of special interest when p € t* ~t, and H = T.

Put
(3.35) E=X x¢gg".

Then F is an orbifold vector bundle over X/G. Moreover (3.19) says that p descends
to a section of E over X/G.
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3.3. Symplectic reduction. We make the same assumptions as in Section 3.2.
We do no longer assume that G acts locally freely on X. If p € g*, put

(3.36) Xp = p(p)-

Let Z(p) = {g € G,g.p = p} be the stabilizer of p in G, and let 3(p) = {X €
g,{X,p} = 0} be its Lie algebra. By [15, Theorem IV.2.3], Z(p) is a connected Lie
subgroup of G. Clearly Z(p) acts on X,,.

Proposition 3.6. The element p € g* is a regular value of p if and only if for
€ X,,Y € g YX(x) € T, X is injective, or equivalently if and only if Z(p) acts
locally freely on X,.

Proof. By (3.29) if x € X,, Y € g lies in coker(du(z)) if and only if Y (z) = 0.
Also by (3.21), if pu(x) = p, Y*(2) = 0, then {Y,p} =0, i.e. Y € 3(p). The proof of
our Proposition is completed. O

Assume now that p is a regular value of p, and that X, # (. Then X, is a
smooth submanifold of X, on which Z(p) acts locally freely, so that X,/Z(p) is a
Z (p)-orbifold.

Let i, be the embedding X, — X. Then by (3.21), (3.29), for Y € 3(p),

(3.37) iyxito = 0.

By (3.37) , we find that the Z(p) -invariant closed 2-form i;0 descends to a closed
2-form o, on X,,/Z(p). Then (X,/Z(p),o,) is a symplectic orbifold.

If p € g%, g € G maps X, into X, 4. Also p € g* is regular if and only
if p.g is regular, and there is an obvious symplectomorphism (X,/Z(p),op) —

(Xp.g/Z(p-9),0p.9)-
Let O C g* be a coadjoint orbit. If p € O,Y, Z € g, put

(3~38) go (Ya Z) = <p7 [Y7 Z]>

By (1.193), oo is a G-invariant symplectic form on O. Moreover pup : p € O —
—p € g* is a moment map for the right action of G on O.
Put

(3.39) Xo = puH(0).

Then G acts on the right on Xp C X.

Let p1, p2 be the projections X x O — X, X xO — O. Then (X x O, pjo+pio0)
is a symplectic manifold on which G acts symplectically on the right, with moment
map piu + pspo.Then

(3.40) (X xO)g ={(z,p) € X x O, u(x) —p = 0}.
So, if p € O,
(3.41) (X x Op)o ~ Xo,,

(X x Op)o/G ~ X,/ Z(p).

Moreover p € g* is a regular value of p if and only if 0 is a regular value of
piu + pspo. Then one finds easily that (3.41) identifies the symplectic forms on
the corresponding orbifolds.
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3.4. Symplectic reduction with respect to a fixed stabilizer. Let G be a
compact connected semisimple Lie group. We use the same notation as in Section
1.14.

Let (,) be a G-invariant scalar product on g. So we can identify g and g*, t and
t*. Let n : G — Aut(g*) be the coadjoint representation. Of course we can now
identify the representations 7 and 7.

Take py € g*. Put

(3.42) Z = Z(po),
3 = 3(po)
Definition 3.7. Put
(3.43) R={pet, z(p)=2}
Since the Z(p) are connected,

(3.44) R={pecti;p=s}
By (1.182), (3.44), R is the complement of a finite union of hyperplanes in {p €
t*v if <p0; ha> = 07 <pa ha> = 0}

Now we make the same assumptions as in Section 3.2. Suppose that G acts
locally freely on X. Then by Proposition 3.6 , any p € g* is a regular value of u.

Definition 3.8. Put
(3.45) G =u ().

Then & is a submanifold of X, on which Z acts locally freely. Let o be the
restriction of o to S. Then og is a closed 2-form on &, which in general is not
symplectic. Let j : g* — 3" be the obvious projection. Then ju : & — 3* is a
moment map for the action of Z on & with respect to og. Finally 6/Z embeds
into X/G.

Let P be the orthogonal projection g — 3. Let 6 be a connection form on
X — X/G. Put

(3.46) 6 = Po.

Then 6 defines a Z-connection on X — X/Z. Let O be the curvature of 6. Clearly,
over G, since p € 3,

(3.47) (1,0) = (1,8).

By (3.34), over &,

(3.48) o =" — ({dp, 0) + (u, ©)).
In particular, if p € R,

(3.49) ino =iy (m"n — (1, 0)).

Recall that the vector bundle E was defined in (3.35). Let VZ be the connection
on E|s/z induced by 0. Then over X,,/Z,

(3.50) VEu=o0.

Equation (3.50) explains why over X,,, o given by (3.49) is closed. In fact it is the
pull-back of the symplectic form o, on X,/Z(p).
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Proposition 3.9. Locally, over &, the cohomology class of o, depends linearly on
p € R.

Proof. This is obvious by (3.49). O

3.5. The image of the symplectic volume by the moment map. Let G be a
compact connected semisimple Lie group. We use otherwise the notation of Section
1. Let (X,0) be a compact symplectic manifold, on which G acts symplectically,
with moment map p: X — g*.

We make the assumption that

(3.51) Z(x) =1 for a.e.x € X.

Then a.e., G acts locally freely on X. By Proposition 3.6, a.e., du(z) surjects on
g*. By Sard’s theorem, a.e. p € g* is a regular value of .
Let dp,dt be the Lebesgue measures on g,t with respect to (,). Let dg be the
Lebesgue measure on G. If p € g, let dg, be the Lebesgue measure on Z(p).
Clearly

(352) oy odim X/2
. e = —.
(dim X /2)!
Then % is a dim X form on X, which does not vanish, and so defines an

orientation of X. If f: X — R is a bounded measurable function, put

(3.53) Lﬂﬂfbfguw,

The notation (3.53) emphasizes the fact that the left-hand side is an integral with
respect to a nonnegative measure. We will use a similar notation over X,/Z(p).
Now we will compute the disintegration of the symplectic volume on X with
respect to the moment map pu. The point of this proof is that it is parallel to a
corresponding for moduli spaces given in Theorem 5.44.
Recall that the monomial 7 : t — C was defined in Definition 1.53.

Theorem 3.10. Let f: X — R be a bounded measurable function. Then

(3.54) tAﬂ@VlﬁLWWMﬁLmkﬂzj@m@

dp
f@)e?] = —/ er f(z.g9)dg,.
( )l | . |7T(p)| Xp/Z(p)| | Z(p) ( ) p

Proof. Since du(z) is a.e. surjective, it is clear that u*@zmi;/;)! is absolutely con-

X

tinuous with respect to dp. Also for a.e. x, du(z) is surjective and p(z) € greg-
Let K C t be a Weyl chamber. Let ¢ be the projection greg — treg/W ~ K. If
x € X is such that p(z) € greg, we have a G-equivariant complex

(3.55) (C1,8):0—g— T,X 0,

where the map g — T, X is just Y — YX(x). If du(x) is surjective, by Proposition
3.6, the cohomology of the complex (C.,d) is concentrated in degree 1. More
precisely, one finds easily that in this case,

(3.56) HY(Cy,0) = Tro) Xqu(a) / Z (qu(x)).
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In particular, by [33] and by (3.55), (3.56), we have a canonical isomorphism of real
lines

(3.57) (det C) ™1 = det(Tr () Xou(a) /Z (q1e())).

Now det(7,X) is equipped with the volume form associated to o,.Also g and t
are equipped with the volume forms dp and dt. Therefore det(C?) is equipped
with a natural metric. Let dequ)/Z(qu(I)) be the corresponding volume form on

(o) Xqu(a)/Z (qu(z)) via the isomorphism (3.57).
By the formula of change of variables,we get

(3.59) IRCIHE /tmg/w it [ R | s

Take t € tyeq, ¢ € X such that p(x) =t. Consider the double complex

(3.59) 0 0 0
0 g X d(qp) ¢ 0
0—>8— T, X ®ImAd(t) g 0
0 0 ImAd(t) ————=ImAd(t) ——=0

0 0 0

In (3.59) , the map g — ImAd(¢) is just f+— —Ad(¢)f = —[t, f], the map T, X — g
is du(z). Also the columns and the lowest row are acyclic. In particular the
cohomology groups of the two upper rows are isomorphic. Therefore they are
concentrated in degree 1 and equal to H(C., 9).

We equip ImAd(t) ~ T;O; with the 2-form o, given in (3.38). By (3.22), (3.27),

the volume induced by the second row on its determinant is just % on

det H'(C”,0). On the other hand, let R be the lowest row in (3.59). Since it is
acyclic, R ~ (det R)~! has a canonical section 7. Clearly

(3.60) | = |=(®)].
Therefore

. 1 = _—
(3 6 ) dUXt/T |7T(t)| (dnn(Xt/T)/Q)'

By (3.58), (3.61), we get the first identity in (3.54) .
By [14, Proposition 6.3.4], if h : g — R is a bounded measurable function,

(3.62) /gh(p)dp Vol;(T)/t/W |7r(t)|2dt/Gh(t.g)dg.
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From the first identity in (3.54) and from (3.62), we obtain

(3.63) /Xf(m)|60| :/{/W |7r(t)|dt/Xt/T|e‘”| T\Gdg/Tf(x.t §\dt' =

dp /
— e | f(x.g)dgp,
o IT®) Jx,/20) Z(p) :

which is the second identity in (3.54). The proof of our Theorem is completed. O

Definition 3.11. If ¢ € t is a regular value of y, let |V (¢)| be the absolute value of
the symplectic volume of X;/Z(t) with respect to o;.

Theorem 3.12. Let f: g* — R be a bounded measurable function. Then

aoy [ Sl - /UW [ /| f(tg)dg} = (0)IV ()]t

[ twniel = o) [ s
X g*

Proof. Our Theorem follows from Theorem 3.10. O

| dp.

Clearly, if 0 is a regular value of u, p.|e?| has a smooth density with respect to
dp near p = 0. In particular

L V)
o ()

(3.65)

exists and is the value of the above density at p = 0. A more precise statement is
as follows.

Proposition 3.13. If0 € g* is a regular value of u, and if
(3.66) Z(x) = la.e.on Xy,

then
[V(p)| _ Vol(G)

3.67 lim = V(0)|.
00 A ol vaur) )
Proof. By 3.12, one gets (3.67) easily. O

3.6. The symplectic volume as a polynomial near the origin. In the sequel,
we will assume that 0 is a regular value of u, and also that

(3.68) Z(x) = la.e.on X.

Let U be a W-invariant open neighborhood of 0 in t* consisting of regular values
of u. Let gf; C g* be the corresponding union of coadjoint orbits. Then g7; is an
open neighborhood of 0 in g.

Classically, U is small enough, there is a G-invariant open neighborhood V' of
Xp in X such that we have the identification of G-spaces

(3.69) V ~ Xy X g,

so that in the right hand-side of (3.69), p is just the projection M x gi; — gj.
By (3.69),if pe U,

(3.70) Xo, ~ Xox O,
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so that
(3.71) X@p/G ~ Xo xg Op ~ Xo/Z(p)

is a O,-fibre bundle over the orbifold X,/G.
Now we construct an orientation over Xo/T. In fact if ¢ € Tyeq, then O, ~ G/ T,
and so

(3.72) Xo/T = Xo x¢ G/T.

Let K C t be a Weyl chamber, and let ¢ € K. Then the symplectic form oo,
orients G/T ~ Oy, and the corresponding orientation on G/T does not depend on
t € K. Also Xo/G carries the symplectic form og. Therefore once K is fixed, Xo/T
carries a canonical orientation.

Take t € U. Let i; : Xy — X be the obvious embedding. Then by (3.37), ifo
descends to a closed 2-form on X;/T, which we denote ;. Note that if ¢ € teg,
or=0¢. Ut ¢ tieg, T C Z(t),T # Z(t), and 7, is in general not symplectic.

By (3.69),

(3.73) X ~ Xo x {t}.
We equip X;/T ~ Xo/T with the given fixed orientation.

Definition 3.14. Put

(3.74) Plt) = /X e

Then P(t) is a smooth function on U.
Theorem 3.15. One has the identity

(3.75) |[P(t)] = |V()]ift € treg,
= 0t ¢ treg.

IfweWtel,

(3.76) P(wt) = €, P(t).

Also, near 0, P(t) is a polynomial. More precisely, if 6 is a connection form on
m: Xo — Xo/G, and if © is its curvature,

1
(3.77) P(t) = / exp (77'*0‘0 —(t,0) + (t, =6, 9])) .
Xo/T 2
Near 0, P(t) and w(t/i) either vanish together or are nonzero, and then they have
the same sign. In particular
(3.78) m(t/i)P(t) > 0 near 0.
Proof. By the considerations we made after (3.72), (3.75) holds. If w € W, let

g € N(T) represent w € W = N(T)/T. Since G is connected, it acts on X, g, g*
by orientation preserving maps. Clearly

(3.79) TXo=7"(TXo/G) D g~.
Also

(3.80) gorC =tor Ca <EBga>,

aER
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so that

(3.81) (8/t) ®r C = D ga-

a€ER
Then (g/t) @r C descends to the complexified tangent space to the fibre G/T" over
Xo/G. Since g € N(T), g preserves t and its orthogonal t* in g. Since g changes
the orientation of t by the factor €,,, it changes the orientation of g/t by the same
factor.
So g changes the orientation of Xo/T by the factor €,. Since o is G-invariant,
and g acts on Xo/T,

(3.82) Ggt = .

From the above, we get (3.76).
By (3.22),(3.27),

(3.83) o = 70— (dp, 0) — (1,0 — %[e, ).

Clearly if7*n is cohomologous to i§m*n = m*0g. So by (3.83), we get (3.77). From
(3.77), it is cldear that P(t) is a polynomial near 0.

If t € U\treg, by the considerations after (3.72), ; is an everywhere degenerate
2-form on X;/T. Therefore

(3.84) P(t) = 0onU\treg.
For t € U N tieq, ¢ is a symplectic 2-form on X, /T, so that
(3.85) P(t) #00onU N treg.

By (1.190), (3.85), P(t) and 7 (t/i) have the same zeroes on U.

By (3.38), on X /T, the form (¢, %[9, 0]) is just the symplectic 2-form along the
fibre G/T ~ O,. If t € KN U is close to 0, by (3.72), (3.77), P(t) > 0. Therefore,
on K NU, P(t) and 7(¢/i) have the same sign. Using (1.186) and (3.76), we get
the end of our Theorem, the proof of which is now completed. O
Remark 3.16. Recall that we have a fibration Xo/T G Xo/G. Then we can
rewrite (3.77) in the form

(3.86) p(t):/ eo—o/ o (O +(t,316.0])
Xo/G G/T

In (3.86), fG/T ... 1s an integral along the fibre. In Remark 3.26, we will reinterpret
identity (3.86).

3.7. A formula of Witten-Jeffrey-Kirwan. We make the same assumptions
as in Section 3.6. Also we suppose the set U to be bounded. Let (,) be a G-
invariant scalar product on g. If f: g* — R is a bounded measurable function, let
Mf:g" — R be given by

(3.87) M) = g L fwoda

Recall that g and g* have been identified by (,), so that (3.87) also makes sense
when f : g — R is bounded and measurable.
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Definition 3.17. If f : g* — R is a bounded measurable function with support in
g7y, for u € g, put

(3.89) Fotw) = [ e sap,
o
Clearly
(3.89) Mfy=Mf,.

Also j?g(u) is an analytic function of u.
If f:t" — R is a bounded measurable function with support in U, for ¢ € t, set

o~

(3.90) f@t)y= [ fp)etrdp.
,

If f is W-invariant, then fA’t is also W-invariant.
The maps f — f|g or f — f are injective.
Also by Rossmann’s formula [48], [56], if f: g* — R is taken as before, then,

(3.91) wfi = (5 )fg

In the sequel, we orient X by the Symplectlc form . Now we prove a formula due
to Jeffrey-Kirwan [26] in a work where they prove a formula by Witten [60]. Our
approach is closely related to Vergne [57].

Theorem 3.18. Let f : g* — R be a bounded measurable function with support in
g;;. Let 8 be a connection form on Xo — Xo/G, and let © be its curvature. Then

(3.92) / S)er =VoU@) [ Ty (-0
Proof. By Theorem 3.12

(393) [ er =@ [ arorwivea.
By Theorem 3.15,

(3.94) [V (£)] = =(t/i)P(t).

So (3.93) can be rewritten in the form
(3.95) / f(p)e? = Vol(G )/ (M f)(@E)w(t/i)P(t)dt
/W
By (3.77),
(3.96) P(t) = / ™ o0 (t.~310.60]+6)
Xo/T

It follows from the above that we may as well assume that over Xy x g*, o is given
by

(3.97) o =m7"op — d{(p,0).

Equivalently,

(3.98) o =m0y — (dp,0) — (p, —%[9, 0] + ©).
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Then

(3.99) / Flw)e” = / F(p)e™ o0 (PO = (dp.0)+5 (p.[0.6])
X XoXxg*

Since only the term of top degree in A(g*) contributes to the integral in the right
hand-side of (3.99), we can rewrite (3.99) in the form

(3.100) /f(,u)e":/ f(p)e™ o0 »:O)—{dp.0)
X Xoxg*

Now recall that X is oriented by o, and Xo/G by 0. In particular, near Xy C
Xo x g*, Xo x g* is oriented by o. Also (p, ©) is G-invariant. From (3.100), we get

Y O W Il e

which coincides with (3.92). The proof of our Theorem is completed. |

Remark 3.19. In [26], Jeffrey-Kirwan use instead the coisotropic embedding the-
orem [Theorem 39.2] [23], which asserts there is a G-equivariant identification
V ~ Xg x g7, so that o is exactly given by

(3.102) o = pjog — d{(p,0).

Recall that by Theorem 3.15, P(t) is a polynomial near ¢t = 0. Therefore P(%)
is a differential operator.

Theorem 3.20. If f : t — R is a bounded measurable W -invariant function with
support in U, then

_ Vol(G) 9

(3.103) /Xf(u)e”— W [P(at)wﬁ/i\)fu(t)}t_o.

Proof. By (3.95),

(3.104) /Xf(u)e"z VTé[(/?)/tf(t)w(t/i)P(t)dt.

From (3.90), (3.104), we get (3.103). The proof of our Theorem is completed. O

Let 6 be a G-connection form on Xo — Xo/G, and let © be its curvature. Let Q
be a G- invariant C*° function defined on g with values in R. We define Q(—©) by
its Taylor expansion, which only contains a finite number of terms. Then Q(—0)
is a closed form on X,/G, and on/G Q(—©)e? does not depend on 6.

Similarly, we define the differential operator Q(%) as the formal power se-

ries associated to the Taylor expansion of Q. When applying the power series

Q(2)m (22 to the polynomial P(t), only a finite number of terms in the Taylor

ot 24
expansion contribute, so that Q(%)w(%?f

)P(t) is a well-defined polynomial.
Theorem 3.21. The following identity holds,
/0t

2

(3.105) /X /GQ<—®>eUO=ﬁ Q@/on=( L% ()

|t=0
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Proof. Let f : g* — R be a G- invariant bounded measurable function with support
in gf;. By Theorems 3.18 and 3.20,

(3.106) /XO/GJ?Q(—@)e"“ = ﬁ {P(a/at)ﬂmf\t] (0).
By Rossmann’s formula (3.91) and by (3.106), we obtain

I /o) R0 0
Equivalently

(3.108) /XU/Gfg(—G)e"“ = ﬁ [ﬁ(a/at)W(i/iit)P(t)] (0)-

Then (3.108) is exactly (3.105) when Q = fg.

Clearly, it is enough to verify (3.105) when @ is a polynomial. Then @ is the
Fourier transform of a distribution whose support is {0}. Using (3.108) for f with
support in gf;, and a simple limit procedure, we get (3.105) when @ is a polynomial.
The proof of our Theorem is completed. O

3.8. The volume of symplectic coadjoint orbits. Let ¢t € t, and let O; C g =
g* be the G- orbit of t. Recall that oo, is the canonical symplectic form on O;
given in 1.193.

Let p; : G/T — Oy be given by

(3.109) peg = g.t.
Then p; is one to one if and only if ¢ € tyeg. If t & treg,
(3.110) dim(G/T) > dim 0.

Definition 3.22. If t € t, X € g, put

(3.111) H(t, X) = / o(pi,X) 47500,
G/T

Then since G acts on the right on O; and preserves op,, H(t, X) is a G- invariant
function of X € g*.

Let K C t be a Weyl chamber, and let 7(¢) be the corresponding function on t
defined in (1.185).

Proposition 3.23. If t ¢ tyeg,
(3.112) H(t,X) =0.
Ifte K, X € treg, then

1
3.113 Ht,X)= — welX),
(3.113) (%) (X /2in) D eue

weW

Proof. Using (3.110), we get (3.112).Recall that G acts on the right on O,. Also if
X €g,
(3.114) dlp, X) +ixo,00, =0
Then when ¢t € K, we get (3.113) from the localization formula in equivariant coho-
mology of Duistermaat-Heckman[18], Berline-Vergne [5], [6, Theorem 7.11]. This

equality obviously extends to the case where ¢t € K. The proof of our Proposition
is completed. O
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Remark 3.24. From (3.112), (3.113), we recover the well-known fact [15, Lemma
VI.1.2] that if ¢ treg,

(3.115) > ewet =0,
weWw

Recall that H (¢, X) is a G- invariant function of X € g*. Also the function P(t)
was defined in Definition 3.14.

Proposition 3.25. Forty c UNK,

1 /0t
(3.116) P(ty) = T {H(to,a/at)w ( i > P(t)] |t:0.
Proof. By (3.113), if X € tieg,
X
_ <’LUt0,X>
(3.117) H(to, X)m(5—) = w;V we :

Of course the identity extends to arbitrary X € t. In particular, by (3.117), we
have the identity of formal power series of differential operators,

a/0t
(3.118) H(to,a/at)ﬁ(Q/f) — Z 6we(wto,a/at>_

1T
weWw

Now in view of (3.76),

(3.119) > et P (1) g = [W|P(to).
weW
From (3.118), (3.119), we get (3.116). The proof of our Proposition is completed.

O
Remark 3.26. In view of (3.105), (3.116), we get

(3.120) P(to) = /X . H(ty, —©)e

One then verifies that (3.120) is just a reformulation of (3.77).

Recall that we have identified g and g*, t and t* by the scalar product (,). For
t € t >~ t*, the orbit O, is equipped with the symplectic form op,.

Theorem 3.27. The following identity holds

ePt70t| = ()],
/G B )

Vol @) 1 oot
Vol(T) W] ™ 2iz )T =1

Proof. If t € tyeg, then Op ~ G/T'. So the first identity in (3.121) is trivial.

Let T*G be the cotangent bundle of G. We identify X = T*G to G x g* via the
left action of G on T*G. If 4 is the canonical left-invariant 1-form on G with values
in g, if p € g*, (p,0) is the canonical real 1-form on T*G ~ G x g*, and —d(p, 6)
is the canonical symplectic form o on T*G. Also G acts on the right on 7*G and
preserves o. Then (g,p) € G X g* — p € g* is a moment map for this action.

(3.121)
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Now we use the notation of Section 3.7. Take ¢ € t. Then
(3.122) X: =G x {t},

and X;/Z(t) ~ G/Z(t) can be identified with O; by g € G/Z(t) — g.(t) € O;.
Then one verifies easily that the symplectic form oy on X;/Z(t) is just oo,. By the
first identity in (3.121), we get

5. _ Vol(G)7r ;
(3.123) /Xt/Te = Sz
so that
(3.124) P(t) = Xj((g;w(t/i).

Finally observe that the moment map p : (g,p) € G x g* — p € g* is regular, that
G acts freely on Xy ~ G, and Xo/G = 1. We apply Theorem 3.21 with @ = 1, use
(3.124), and we get

12
(3.125) m

Vol(G) 1 [ d/ot .

— |w(—=——)7(t/7) =1.

Vol(T') |W] =0

Also ﬂ(%/iit)ﬁ(t/i) is constant. It is now clear that the second equation in 3.121)

follows from (3.125). The proof of our Theorem is completed. O

Remark 3.28. Tt is of some interest to verify that as should be the case, the right-
hand side in the second equation in (3.121) is positive. In fact

oot .
(3.126) (o )m(t/i) = (2m)" Y (a1, a0)) -+ (ar o).
o€Sy
Put
1 .
(3.127) (1 ®...0 ) = T Z (1) @ ... Qg(p) € Sl
€Sy

Then (3.126) can be written as
a/ot

2

(3.128) m( )m(t/i) = 27) 0 (1 ® ... @ )| 2

which is indeed positive.

Recall that p € K, so that 7(p/i) > 0. We now recover a well-known formula
for Vol(G/T) [6, Corollary 7.27].

Theorem 3.29. The following identity holds
Vol(G) 1

(3.129) Vol(T) ~ w(p/i)’

Proof. We proceed as in [6]. Let A € AN K. Let x) be the character of highest
weight A. Then by Kirillov’s formula [32], [5], [6, Theorem 8.4], for ¢ € t, |t| small
enough,

(3.130) xale!) = @/ e2imlmt) oo, \
o(t) Jo,.a
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In particular

(3.131) xa(l) = / €%,
Op+a
By Theorem 3.27,
- Vol(G) )
(3.132) / e7%tr = w((p+ N)/1).
Op+>\ VOI(T)
Also by Wey!l’s dimension formula [Theorem VI.1.7][15],
m(p+ )
3.133 (1) = ————.
( ) /\( ) ﬂ_(p)

From (3.131)-(3.133), we get (3.129). The proof of our Theorem is completed.
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4. THE AFFINE SPACE OF CONNECTIONS

In this Section, we construct a canonical line bundle L on the affine space of
connections on the trivial G-bundle on a Riemann surface ¥ with marked points,
and an action of a central extension of the gauge group G on L. We compute
the action of the stabilizers of certain connections on the line bundle L. We also
construct a line bundle A,, which, as we shall see in Section 6.3, will descend to the
moduli space of flat G-bundles. The main purpose of this Section is to evaluate the
angles of the action of the stabilizers on the line bundle A, in order to apply the
theorem of Riemann-Roch-Kawasaki [30, 31] to this moduli space, which we will do
in Section 6.

Our Section is organized as follows. In Section 4.1, we briefly recall the con-
struction of the central extension LG of the loop space LG. In Section 4.2, we
consider the coadjoint orbits of ZG, their symplectic form, and the corresponding
line bundles. In Section 4.3, we construct a central extension of (LG)®. In Sec-
tion 4.4, we give a formula for the holonomy of the canonical connection on the

Sl-bundle LG il LG. In Section 4.5, we describe the symplectic affine manifold
A of G-connections on ¥, and a symplectic action of a central extension G of
the gauge group YG. In Section 4.6, we construct the line bundle L on A, and an
action of XG on L. In Section 4.7, when G is not simply connected, we classify the
G-bundles on ¥. In Section 4.8, we specialize the results of Section 4.7 when H is
a connected subgroup of a simply connected group G. In Section 4.9, we compute
the action of certain elements of G on L. Finally, in Section 4.10, we define the
line bundle A, , on which G acts, and we compute the action of certain elements
of ¥G on A,.

4.1. The central extension of the loop group LG. Let G be a compact con-
nected and simply connected simple Lie group. We will use the notation of Section
1. In particular (,) denotes the basic scalar product on g.

Let T be a maximal torus in G, let t C g be its Lie algebra. Let W be the
corresponding Weyl group. Then W acts on CR. Let W,g be the affine Weyl

group
(4.1) Wag = W x CR.

Let S' ~ R/Z, and let t € [0, 1] be the canonical coordinate on S*. Then 9/0t
trivalizes T'S* and dt trivializes T*S*.

Let LG be the loop group of G, i.e. the group of smooth maps s € S' — g, € G.
Let Lg be the Lie algebra of LG, i.e. the set of smooth maps s € S! — f, € g.

If a,b € Lg, put

(4.2 o) = [ (onds).

Then by [45, Section 4.2], n is a cocycle on Lg. By [45, Theorem 4.4.1], there is a

- 1 ~
unique central extension p: LG S, LG associated to . The Lie algebra of LG

is Lg = Lg ® R. If (a,a),(/,a') € Lg = Lg B R,

(43) (a0 @) = (fona’) [ (i)
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Observe that the Lie group G x S! embeds as a Lie subgroup of EG, and that
the Lie algebra of G x S*, g® R (equipped with its standard Lie algebra structure)
embeds correspondingly as a Lie subalgebra of Lg ® R.

Clearly s € S! acts on LG by g € LG +— ksg = g5 € LG. We can then
form the semidirect product LG = S' x LG. The Lie algebra Eg of LG is given
by Eg = R @ Lg, and can be identified to the Lie algebra of differential operators
a% +a,a € R, a € Lg, so that

d d d d
(4.4) az + a,a’E +a| =, + aEa’ - a'aa.

By [45, Theorem 4.4.1], the action of S on LG lifts to EG, so that we can form
the semidirect product LG = S x LG. Tts Lie algebra Eg is given by

~

(4.5) Lg = ReoLgdoR
= Ro Eg
= Zg eR.
The Lie bracket in Zg is given by
do/ d
(4.6) [(a,a,b),(a', ', b)) = (0, [, '] + a2 (a,da’ ) .
dt dt ' Js

Also S x G x S' embed as a Lie subgroup of Lg, and R@®g@® R (with its standard
structure of Lie algebra) embeds correspondingly as a Lie subalgebra of R® Lg®R.
Observe that we can reverse the orientation of S'. Namely let ¢ : LG — LG

be the morphism g5 — g_s. Then ® lifts to a morphism LG — ZG, so that if
(z,y) € ST x S,

(4.7) U(a,y) = (=7 y ).
By [45, Section 4.9], on Lg, there is a LG-invariant symmetric bilinear form

(4.8) {(a,a,b),(a', b)) = /S1 {a, &)t — ab’ — ba' .

By (4.8), we have the embedding

(4.9) ReLgc (LgeR)".
Equivalently
(4.10) Lg C (Lg)*.

4.2. The coadjoint orbits of LG. The group LG has a coadjoint action on the
right on (Lg)*. If we restrict this action to Lg C (Lg)*, for g € LG, we get

d d dg
4.11 — g =a— 12 4 g ayg.
(4.11) <adt+a> g adtJrag dt+g ag

Let P = S' x G be the trivial G-bundle on S!. Let A5 be the affine space of
G-connections on S'. A connection in AS" can be written as

(4.12) d+A, AcQ'(Sg).
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In the sequel, we identify d+ A € A° " with the differential operator % +A(9/0t) €
Zg. So AS" is an affine subspace of Eg.
Clearly LG acts on the right on .ASI, so that if g € LG,

(4.13) d+A-g=g ' (d+ A)g
ie.
(4.14) A-g=gtdg+g'Ag.

By (4.11), (4.14), AS" embeds as an affine suspace of (Eg)* = Eg and the action of

LG on (Lg)* induces the corresponding action of LG on AS".
Now we briefly develop the theory of coadjoint orbits for LG.

Definition 4.1. If A € Lg, let w € G be the holonomy of the operator % + A on
S, ie. if g; is the solution of

dg: 1
4.15 — A =0
( ) dt gt + t 9
then
(4.16) w=gi.

Then Floquet’s theory of differential equations (Frenkel [20, Section 3.2], Segal
[45, Proposition 4.3.6]) shows that the orbits of & + A in Lg can be expressed
in terms of the adjoint orbits in G. Namely % + A and % + A’ lie in the same
LG-orbit if and only if the corresponding holonomies w and w’ lie in the same G-
orbit. In particular the LG orbits of the differential operator % + A always contain
representatives of the form % + A, A € t, and two % + A lie in the same LG-orbit
if and only if A and )\’ lie in the same W,g-orbit.

If Aet, let Z(d/dt + N\) C LG be the stabilizer of d/dt + A.

Proposition 4.2. If A e t,
(4.17) Z(d/dt+\) ~ Z(e™ ).

Namely if g € Z(e™), the corresponding element of Z(d/dt + \) is t € S'
e Pgetr € G. If e € Tyeq, then

(4.18) Z(d/dt+ ) =T C LG.
Proof. The proof of this simple result is left to the reader. O

Let Og/ar4r C Lg be the LG orbit of d/dt + A. Clearly the map

(4.19) g€ LG g(d/dt+ g~ " €Lg
induces the identification

(4.20) LG/Z(d/dt + X) ~ Og a4 -
In particular if A € P,

(4.21) LG/T ~ Ogygp4x -

Also the theory of coadjoint orbits developed in Section 1.14 tells us that Og/qs4»
is equipped with a symplectic form oo, ,,, ,. Namely let d/dt+A =D ¢ Od/dt+x
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Recall that LG acts on the right on Og/qqx. If @ € Lg, let a®d/at4x be the
corresponding vector field on Og/qs4 . Clearly

(4.22) QG i = pAg .

Then formula (1.193) for the symplectic form oo, ,, ., is

(4.23) o(DAa, DAB) = (d/dt + A, [a, 8]) .

By (4.3), (4.8), (4.23), we get

(4.24) o(D*a, DAB) = / (D%, B) .
Sl

Finally LG acts symplectically on the left and on the right O4/44x, and d/dt+A +—
(d/dt+ A) € (Lg)* is a moment map for the left action of LG on Od/dt4x-

If p e R, X\ € t, if pd/dt + A € Opyjaria, then d/dt + A/p = DA/? is a
connection, and

(1.25) 70,00 (D10, DYB) = p [ (DA70. ).
Recall that T x S* c LG.

Definition 4.3. If (\,p) € CR" x Z*, if p(,—p) is the one dimensional representa-

tion of 7' x S of weight (X, —p), let H(, ,) be the line bundle on LG/(T x S1) =
LG/T,

(4.26) H(/\,p) =LG Xp()\,,p) C.
In the same way as the Weyl group W acts on the right on G/T, the affine Weyl
group Wag ~ W x CR acts on the right LG/T. In fact if w € W, w acts on LG/T

by g — gw and u € CR acts on LG /T by g +— ge**. Then W,g acts on the left on
CR" x Z* by the formula

(4.27) wA,p) = (wA,p)
A p) = (A+pu,p).

We can then restrict (A, p) to vary in a fundamental domain of the action of Wg-.
This just says that

(4.28) peZ*, Ne|p|P.

Equivalently if p € Z*,

(4.29) forae Ry, 0<{a,A) <{ag,A) <p.
Let now p € Z*, A € [p|P N CR". Then by (4.18), (4.20),

(4.30) Opayat+xr =~ LG/T.

Therefore, the line bundle H(y ;) is well defined on Opg/qs4x- Also by proceeding
as in Section 1.14, the Hermitian line bundle H, ;) is equipped with a unitary
connection VZ» and

(431) C1 (H(A,p)v VHOMP)) = O—Opd/dt+k .

IfpeZ*, Ae|p/[PNCR’, but A € pP, the theory is slightly more involved.
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Now, we will just assume that A\ € CR" and explain the construction of the line
bundle Hy ) on Opq/4s4x in full generality.
By (4.17),

(4.32) Z(pd/dt + \) ~ Z(e MP).
Definition 4.4. Let Z(pd/dt + \) be the stabilizer of pd/dt + X in LG.

Then Z(pd/dt+\) is a central extension of Z(pd/dt+)). Let 3(e=*/?), 3(pd/dt +
\) be the Lie algebras of Z(e=*/?), Z(pd/dt + \). Then

(4.33) 3(pd/dt + \) ~3(eMP) B R.
Proposition 4.5. If (X,a),(Y,b) € 3(pd/dt + ) ~ 3(e=*P) @ R, then
(4.34) (X, a), (Y, )] = ([X, Y], %(A, X, Y])) .

Proof. Clearly, if X € 3(e=*/P), the corresponding element in the Lie algebra
3(pd/dt + \) of Z(pd/dt + N) is just e NP Xe!MP, In view of (4.3),

(4.35) [(e_t’\/pXet’\/p, 0), (e"MPyet/r, 0)]
(71X, Y] L (X, ~[\/p, YD) -
Also
(4.36) (X,—[\Y]) =(\[X,Y)]).
The proof of our Proposition is completed. O

Proposition 4.6. For any A € CR’,
A ~
(4.37) (X,a) €3(eMP) B R — (X, <1_9’ X) +a) €3(pd/dt + N

is an isomorphism of Lie algebras.

Proof. This is clear by (4.34). O

Remark 4.7. If X € pPﬂm*, so that e P e Treg, then 3(@’”7”) = t. In this case,
in (4.34), (\,[X,Y]) = 0. Therefore (\,a) € 3(e?) &R+ (X,a) € 3(pd/dt + \)
is also an isomorphism of Lie algebras.

Observe that T is a maximal torus in Z(e™*?) . By [14, Corollaire 5.3.1],
Z(e=*P)/T is simply connected.

Definition 4.8. Put
(4.38) R, »pp={a€R; (a,\/p) € Z}.
We define OR,-»/» as in (1.136). Let CR.-x/» C t be the lattice spanned by

CR, - x/p.

By [15, Theorem V.7.1],
CR
439 Z 7A/p - ="
(439 (2 N) =
Put

(4.40) R, sppw={tet;if a€R,xm,{at)ecZ}.
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By [15, Proposition V.7.16],

(4.41) Z(Z(e~MP)) = ===~

In particular
Ro-x/
4.42 —Ape ——.
(4.42) /P€ —F%

=
e—N/p

Now & maps into the group m(Z(e~*/?))*. In particular the map

CR

(4.43) Y(pd/dt+ N) : h € w1 (Z(e P)) — 2Pl ¢ C
is well-defined. Since A € CR, 2™ \/Ph) g a pth root of unity.

Recall that pd/dt is identified to the 1-form a € R — —pa € R. Also A € CR’
is a left invariant 1-form on LG. _

By Proposition 1.56, pd/dt + X is a closed 1-form on Z(pd/dt + \).

Let Z(e=*P) be the universal cover of Z(e=*?). Then pd/dt is a closed form
on Z(e™MP) Xy payarra) S
Theorem 4.9. We have the identity of Lie groups
(4.44) Z(pd/dt + \) ~ Z(e=P)

1
Xpasaein O -

In particular Z(pd/dt—l—A) contains a p'™ cover of Z(e=*P). Under the identification
(4-44),

(4.45) pd/dt + X ~ pd/dt,

and the forms in (4.45) are closed and integral.

Proof. Clearly by (4.37), Z (pd/dt + X) is a locally trivial central extension of
Z(e*)‘/p). Let s € S' +— t, € T be a smooth loop. The corresponding loop
with values in Z(pd/dt + \) is given by s € ST = (e""Pt,e!MP) € LG, i.e. by

(4.46) seSt—t,eGCILG.

Now recall that G € EG, so that we have a loop

(4.47) seS' —t, e GNZ(pd/dt+ ).

By (4.37), the horizontal lift of s € S1i t, € G C LG in Z(pd/dt+ \) with respect
to the flat connection on Z(pd/dt + \) — Z(e=*/P) is given by

(4.48) s St tyexp <2i7r /S1 (M\/p, t;ldts>> .

From (4.48), we get (4.44).
If S; denotes the group of p'" roots of unity in C, Z(e=*/P)
subgroup of Z(pd/dt + \), which is a p-covering of Z(e=*/P).
Observe that

(4.49) (pd/dt + \, (X, <%, X)+a)) = —pa = (pd/dt, a).

1 .
Xtpayarsn) Op 15 &

From (4.49) we get (4.45).
By Proposition 1.56, the 1-form pd/dt + X is closed on Z(pd/dt + A). It is even

casier to see that pd/dt is closed on Z(e=*/?) Xappasarirn S+ Finally it is trivial to
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verify that pd/dt is integral on Z(e’/\/p) X (pd/dt+) S1. The proof of our Theorem
is completed. [l

By Theorem 4.9, as in Proposition 1.58, the integral 1-form pd/dt + A\ defines a

representation pi : E(p% +)) — St Also pa < (g,2) € Z(e=/?P) Xapasarsny S+
2P € St is also a representation.

Proposition 4.10. Under the isomorphism (4.44),

(4.50) P12 P2

Proof. By (4.45), we get (4.50). O

Remark 4.11. Assume that A € pP N CR, so that Z(e=*/?) ~ T. Then

(4.51) Z(eMP) ~t.

Also the map

(4.52) (f,a) € t x St (f, 2™ NPSlg) e ¢ x S
descends to an isomorphism

(4.53) T xS~ t Xy arin) S

Then the 1-form pd/dt + A on T x S* corresponds to pd/dt on t Xy, ...\ S*.
In fact in this case,

(4.54) Z(pd/dt +\) =T x S,
and (4.53) is a special case of (4.44).
Clearly
LG LG
4.55 _ _ o |
| ) Z(pd/dt + \) Z(pd/dt + \) pd/dt+\

Definition 4.12. Let H(, ;) be the line bundle on O,q/q:1x,

(4.56) Hip = LG x,, ST

Then Hy ;) is a Hermitian line bundle. As in (1.198), we can equip Hy ,) with
a unitary connection VH.» . By proceeding as in (1.199), we get

(457) C1 (H(A7p)7 VHOHP)) = O-Opd/dt+)\ .

4.3. A central extension of (LG)".

Definition 4.13. Put

(4.58) Po={(ar,... ,a5) € (8", [Ja; =1}
j=1

Then P; is a Lie subgroup of (S1)%, and its Lie algebra p; is given by

(4.59) po={(b1,... b)) ER*, Y b; =0}.

Jj=1

Clearly P, C (S1)® is a Lie subgroup of (LG)*.
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Definition 4.14. Put

(4.60) (LG)* = (LG)*/P.,
(Lo)* = (Lo)"/ps-
Then (Z\G/)S is a central extension of (LG)?® and (ZE;)S is its Lie algebra. Clearly
(4.61) (Lg)" = (La)* DR.

Also if (aq, ..., as,a), (a},. .., al, ') € (Lg)*, then
(4.62)

s
[(alv'-' ,as,a),(o/l,... ,Oé;,a/)] = [05170/1]5"- 7[a55a;] ) Z/1<Oéj,d()é;->
1 VS
j=1

Also G* x S! embeds as a subgroup of (fé)s, and g° @ R embeds as a Lie

subalgebra of (ZE;)S Finally recall that in Section 4.1, we defined an action of S*
on LG. Therefore St acts on (LG)*.

Definition 4.15. Put

(4.63) (LG = S'x (LG),
(Lg)* = R (Lg).

Then (I/,E;)é is the Lie algebra of (f@)s If we embed S1, R into (S1)*, R® by the
diagonal embeddings, then (LG)® C (LG)?®, and (Lg)® is a Lie subalgebra of (Lg)*.
Also by (4.10),

~

(4.64) (Lg)*  (Lg)*".

4.4. The holonomy of LG. Let x be the closed left invariant 3-form on G,

(4.65) (X, 7) = %(x, v, 2)).

Then by [45, Proposition 4.4.5],

(4.66) k€ H*(G,Z).

Recall that 7 is the left-invariant 2-form on LG,

(4.67) n= %/Sl(g_ldg, %g_ld@dt.
Put

(4.68) A={zeC, |z|<1}.

Let g(s,t) : S* x S' — G be a smooth map. We identify g(s,t) with the smooth
loop in LG s € St +— g, = g(s,-) € LG.
Clearly

(4.69) OA =St

Since m;(G) =0, 0 < i < 2, g(s,t) extends to a smooth map g(z,t) : A x St — G.
Therefore we get a map g: z € A — g(z,.) € LG.
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Theorem 4.16. The following identity holds
1

109 _,0g
4. — 122 Y22y did,
(4.70) 2/Slxsgg 0790 duds

—/ g*H+/§*n=0-
Ax St A

Proof. Let h be the left-invariant 1-form on LG,

1 dg

4.71 h== 1= g7 dg)dt.
(4.71) 5 /5 {975, 9 do)
A straightforward computation shows that

1 dg 1
4.72 dh=—-n+ = 1= —[g7"dg, 9" "dg])dt.
(4.72) n+2/31<g 5003 197 9,97 dg])
Using (4.72), we get (4.70). O

Clearly

(4.73) Lg=LgaR.

The splitting (4.73) defines a connection on the S' bundle ¢ S LG . Let
seSt—ygse LG be a horizontal lift of s € St — gs € LG. Since gy = g1, then

(4.74) Gig, € St
Theorem 4.17. The following identity holds

(4.75) 5150_1 exp (22'71'/ ﬁ*n)
A

. 1 199 109
92 _ = 175 1~7J * )
exp( m‘( 2/sl<g 8t’g 88>d8dt+/A><S1g m))

Proof. The first identity is a straightforward consequence of (4.2), (4.67). The

second identity follows from Theorem 4.16. |
4.5. The symplectic space of connections on . Let X be a compact Riemann
surface of genus g. Let x1,... ,zs be s distinct elements of X. Let Aq,... ,Ag be
small non intersecting small open disks of center z1,... , zs.
Put
(4.76) S=Xx\{J4a;.
j=1

Then ¥ is a compact Riemann surface with boundary 9%. Also X being oriented,
0. is also naturally oriented.

Let G be a compact connected and simply connected compact simple Lie group.
We use otherwise the same notation as in Section 1. In particular g denotes the Lie
algebra of G, and (,) denotes the basic scalar product on g defined in Section 1.2.

Let P = ¥ X G be the trivial G-bundle on . Observe that since G is simply
connected, a G-bundle on ¥ is necessarily trivial.

Definition 4.18. Let A be the affine space of G-connections on P.
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Any element in A can be written in the form d+ A, with A € Q(%, g). Therefore
A is an affine space with underlying vector space Q'(3, g). Also

(4.77) TA=Ax QY (Z,g).

Let ¥G, Xg be the sets of smooth maps ¥ — G, ¥ — g. The Xg is a Lie algebra,
which will be considered as the Lie algebra of XG.

Definition 4.19. If U,V € Q1(%, g), put
(4.78) (U, V) = / WAV,
P

Then o is a symplectic form on A.
Observe that XG acts on the right on A, so that if g € G,

(4.79) d+A-g=g *d+ Ayg,
ie.
(4.80) A-g=gtAg+gtdg.

Clearly G preserves the symplectic form o.
Definition 4.20. If o € Xg, let a® be the corresponding vector field on A.

Let V4 be the covariant derivative associated to the connection A € A. Then
(4.81) o = Via.

For simplicity, we now fix an oriented parametrization of the s circles in 9%, so
that

(4.82) o% = (Sh)*.
Definition 4.21. Let r be the restriction map
(4.83) geXG — gpx € (LG)*,
a€¥g — aps € (Lg)’,
d+AcA — (d+A)px € (A5)°.
All these maps are equivariant. By (4.83), we get a map

(4.84) d+ A (% + A(%)) x o)

We still denote by p the projection (LG)* — (LG)®.
Definition 4.22. Put

(485)  BG = {(9.9) € XG x (LG)* ; gjox = pg’ in (LG)*},
Yg = {(a,0') €Tgx (Lg)*; apx = pa’ in (Lg)*}.
Then EA]E; is the Lie algebra of the Lie group YG. More precisely
(4.86) Sg= g R.

Let 7 be the projection X/E =YgdR —R. If (o,a),(c/,a') € fé, then

(487) (@0 (@) = (o) [ (o).
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Also G x S embeds as a subgroup of e by the map (g,t) — (g, (g,...,9),t) C

2@ x (LG)*.
Clearly the restriction map r extend to a map
(4.88) %G — (LG,

S — (L)
In particular, there is a dual map
(4.89) (Lo)™ — (Zg)".
If A€ A, then by (4.64),
d —
(4.90) T + A(0/0t) € (Lg)®*.

So by (4.89), (4.90), we may view (d + A)|sx as an element of (fé)*
As we just saw, XG acts on A and preserves the symplectic form o. Therefore

YG also acts symplectically on A. Of course Sy C XG acts trivially on A If
a € Xg, let @ be the associated vector field on A. If o = pa,

(4.91) at =at = Via.
Clearly

(4.92) Yg=0Q%%,g).

Also

(4.93) Q(2,9) C (T, 0)" = (Zg)"-

Definition 4.23. If A € A, let F* = dA + 1[A, A] € Q*(3, g) be the curvature of
A.

By (4.93), if A € A, FA C (3g)* C (Zg)*. Also by (4.89), (4.90) if A € A,
(d+ A)jos € (Xg)".

Recall that in Section 3.2, moment maps were defined with respect to symplectic
actions of compact Lie groups on symplectic manifolds. Here we will use the same

definition with respect to an action of G on A. We now state an extension of a
result of Atiyah-Bott [2, Section 9.

Theorem 4.24. The map
(4.94) A€ A p(A) =F* — (d+ A)px € (Zg)*
is a moment map for the action ofi\é on A.

Proof. First we will prove that if a € EAIE;,

(4.95) A(FA — (d+ A)jps, Q) = igac.
Clearly if & = (o, a1, ... ,as) € Yg®R* is identified with the corresponding element
in Xg,

(4.96) (FA — (d+ A), &) :/E(FA,a> —/

)

(A,a) +) a;.
j=1
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If Be TA~QY (X, g), then

A a))y = 4B, a) — «
(497)  (Bd(FA — (d+ A)ox, @) / (DB, a) /6 _(B.0)
= f/<VAoz,B>
= izao(B).

By (4.97), (F4 — (d + A)|sx, @) is a Hamiltonian for the vector field a*. Also by

definition, if g € XG,
(4.98) FA9—(d+A-g)os = (F* — (d+ A)jps) - .-
We have completed the proof of our Theorem. O

4.6. The canonical line bundle on A. Now we describe the construction of the
canonical line bundle L on A. In the case where there are no marked points, our
construction follows closely earlier work by Ramadas, Singer and Weitsman [46].

Definition 4.25. Let (L,|| ||z) be the trivial Hermitian line bundle on A. Let V¥
be the unitary connection (L, || ||1) :

(4.99) VEi=d- m/ (., A).
b

Proposition 4.26. The following identity holds
(4.100) a(L,VH) =0.
Proof. This follows from (4.99). O
Definition 4.27. If & € Xg, put
(4.101) L =VE, —2ir(u(A),a).

Clearly for o € ié, Lz acts on C*°(A, L).

Proposition 4.28. Ifa € ié, then

(4.102) [Ls, VE]=0.

Also if &,5 € ié,

(4.103) [La» Lj) = Lig 5 -

Proof. The identities (4.102) and (4.103) are trivial consequences of (3.120) and of
Theorem 4.24. (|

Proposition 4.29. If @ = (o, a) € Sg=YXg®R, then

(4.104) L=V — iﬂ/ (A, da) — 2ima .
b

Proof. By (4.99), (4.101), we get

(4.105) Ly =Va1 — m/<vAa,A> 72i7r/<FA,oz>
b b

+2i7r/ (A, ) — 2iTa.
ox
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Also

(4.106) /E<VA04,A> —/Z(A,da> —/E<[A,A],a>,
/E<dA+ %[A,A],a)

R
= [ e+ [(ada)+ 54 AL o).

From (4.100), (4.106), we get (4.104). The proof of our Theorem is completed. O

Remark 4.30. By (4.104), if o, § € Xg,

(4107) [La, Lﬁ] = L[a,ﬁ] — 2i7T/ <Oé, dﬁ> .
()
In view of (4.87), (4.104), (4.107) fits with (4.103).

Now we will show that the action of fé on L lifts to an action of £G. This result
has been proved by Ramadas, Singer and Weitsman [46] in the case where there
are no marked points, so that XG is just XG.

Theorem 4.31. The action of ié on L defined in (4.101) lifts uniquely to a uni-

tary action ofi\G/ on L which preserves VL. In particular if (g,t) € Gx St C i]\G/,
(g,t) acts on L by

(4.108) fE€Lar f-(g,t)=e*fecLa,.

Proof. Let g € ¥G. Since m;(G) =0, 0 < i < 2, there is a smooth path s € [0, 1] —
gs € 2G such that

(4.109) g = 1,
g = 9.

Recall that

(4.110) Sg=Yg@R.

The splitting (4.110) defines a left-invariant connection on the S'-bundle y¢7 s, G .

Let s € [0,1] — g5 be the horizontal lift of s € [0,1] — g5 € XG with respect to
this connection, with gy = 1. Put

71dgs
(4.111) as = g o €3g,
g = g1

Then
(4.112) 1% _ o, e 5.

5 ds

Now we will show that if A € A, f € La,
1

(4.113) f-g=exp (m‘/ ds [/ (A- gs,das)]> f€Lay

0 b

is an unambigous formula for the action of G on L. Clearly we may assume that
g1 =9go=1,s0that s€S; =R/Z— g; € £G is a loop in G.
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Recall that by(4.61),
(4.114) ()" = (Lg)" O R.

The splitting (4.114) defines a connection on the S* bundle (E\G/)S — (LG)*®. Then
by definition s € [0,1] — gy € (LG)* is the horizontal lift of s € §' - g, €
(LG)*. In particular g;jpx € St

By (4.104), we only need to verify that in this case,

(4.115) exp (m/olds [/E<A-gs,das>D e

Observe that
(4.116) A-gs= gs_lAgS + gs_ldgS .

Let 09,69 be the g-valued left and right invariant forms on G, i.e.

(4.117) 09 = g~ tdg, 0% = dgg~*
Then
(4.118) do9 = f%[og, 09 do? = %[(ﬂ, 4] .
From (4.111), (4.118), we get
(4.119) das = 86959-‘7 + [as, g507]
1 0 d
- gs 88 (959 )
Therefore
_ 0 .
(4.120) (91 Ags, das) = s — (A, gr0%) .

Since go = g1 = 1, by (4.120), we obtain

(4.121) / ds/ Ags,das =

By (4.121),

1
(4.122) / ds/<A~gS,daS> :/ ds/(ggldgs,das>
0 b)) St >

and so (4.122) does not depend on A. Observe that this last fact follows from
general principles, and that the right-hand side of (4.122) is just the left-hand side
evaluated at A = 0.

Also

@) [ ) = = [ (000~ 5 [ @000,

In view of (4.65), (4.123), we get

(4.124) / ds/ Tldgs, das) :——/ ds/ 209, a */ gk
St ox Sx St
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Recall that ¥ is obtained from the Riemann surface X by deleting s disks
Aq,...,Ag centered at x1,...,x. Since m;(G) = 0, 0 < ¢ < 2, the smooth map
g:S' x ¥ — G extends to a smooth map ¢ : S' x X — G such that

(4.125) g=1near S' x {z;}, 1<j<s.
From (4.124), we get
(4.126)

/ ds/ Tldgs,dag) = f—/ ds/ 09, ) Z/ g*n—/ gk.
St ox 1 SIXAJ' SIXAJ'

J=

Since k € H3(G, Z),
(4.127) / g’k €L
SixX
For 0 <r <1,t€ 8% then rt € A. If (2,) € A x S}, put
(4.128) h(z,t) = g(ﬁ, |21t).
z
By (4.125), h is a smooth map from A x S} into G. Let h : A — (LG)* be the

smooth map defined the way we did after (4.69).
If we orient S I as a component of 9%, we get

ah oh
4.129 f—/ ds/ 09, ) = —= / h—1 120 deds.
( ) St o Z Sl><S1 Os >

Also for 1 < j <'s, by orienting S} as before,

(4.130) / gk :/ h*k.
StxA; AxS]
Using Theorem 4.16 and (4.129)-(4.130), we get
(4.131) ——/ ds/ 9207, 0s) + 3704 sixa, 97K
St ox
= fAh n.

Using now Theorem 4.17 and (4.122), (4.126), (4.127), (4.131), we get (4.115). So
formula (4.113) for f - g is unambiguous. Also by (4.102), G preserves VL.
Assume now that g € G. Let a € g be such that g = exp(«a). Put

(4.132) gs = exp(sa) .

Recall that G C £G. Then for s € [0,1], gs € £G. By (4.113), if f € L,

(4.133) f-g=f€Llay,.
Finally, by (4.104), if t € S*,
(4.134) f-t=emtf.

The proof of our Theorem is completed. O
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Remark 4.32. By (4.120), in (4.124), we get

(4.135) / ds/ (A gs,das) = /(A dgigyt)
—— ds/ Jldg, gt = 99
o), 9’
/EX[O 1]

So (4.135) makes more explicit the dependence of (4.113) on A. Also if f €
C*(A,L),g € G, let gf € C>*(A, L) be given by

(4.136) 9f(A) =g f(A-7).

Then (4.136) defines a representation of G on C>(A, L). In this representation
t € St acts like e=2"t. Also if & € XG,
d

—e'® . f=Lgaf.

4.1
(4.137) g

4.7. The non simply connected case. Assume now that G is a connected
semisimple compact Lie group, which is not necessarily simply connected. Let
G be the universal cover of G. Then 7 (G) C Z(G) and G = G/m(G).

Let P, s be a 4g + 3s polygon covering . The edges of P;, are denoted
al,bl,afl,bfl,... , ;1,bg ,cl,dl,cl_l,... ,Csydg,d3t. For 1 < j < s, set w; =
cjdjc]fl. Let ¢ be an element of ¥ which is a common point to the a,b;, w;.
Then m1(q,%) is generated by the circles a1,b1,... ,a4,bg,w1,... ,ws. The case
g =1,s =1 is represented in Figure 5.1.

Let P—%>% bea G-bundle on 3. Take z € ¥ \ (02U UL (a; Ub;)). Then
Y\{z} retracts on (U]_;a; Ub;) J(Uj_,w;). Since G is connected, the restriction of
P to the 1-skeleton (UY_,a; U b;) U(Us_yw;) is trivial. Therefore Py ¢,y is trivial,
ie.

Let A be a small disk in ¥ centered at x. We orient A as part of 9(X \ A).
Then

(4.139) PA~AXG.
Let 0 : A\ {z} — G be the transition map describing the G-bundle P on 3, i.e.

Then the homotopy classes of G-bundles are classified by the homotopy classes of
maps : A\ {z} — G. Since A\ {z} retracts on A ~ S, the homotopy classes of
G bundles are specified by the element [P] of 71 (G) associated to opa : S' — G.

Clearly [o] does not depend on the trivialization of = on A.

The map m — [P] € 71(G) depends explicitly on the trivialization of P on X\ {z}.
More precisely the homotopy classes of trivializations of P on the 1-skeleton are
given by 71 (G)297¢. This just says that if a trivialization of P on X\ {z} is given, all
the other trivializations are given by the action of m1(G)?9%* on this trivialization.
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Let p be the map :

(4.141) pi(ar,bi,...  ag,bg,c1,... c5) €m(G)29TE ch e m(G).

j=1

Then if given ¢ € 71(G)?97%, we replace the given trivialization of P on ¥\ {z} by
the action of ¢, [P] is changed into [P] — p(c).

Finally, with the above provisos, the map P — [P] € 71(G) does not depend on
the choice of x.

Clearly, if P —CYovis trivial, P lifts to a G-bundle. Conversely, if P —S.o 5

lifts to a G-bundle Q Yoy , since @ is trivial, and P = Q/m1(G), P is also
trivial. Therefore [P] € 71(G) describes the obstruction to a lifting of the G-bundle
P to a G-bundle Q.

As before we fix a trivialization of P on X\ {z}.

Let V¥ be a connection on the G-bundle P _G. Y . Since

(4142) Hz\{m} ~ 3 \ {I} X G,
Pis\ {2} lifts to the trivial G-bundle.
(4.143) Q=2\{z} xG.

The connection V¥ lifts to a connection V¥ on Q. Clearly, this construction of Q
depends on the choice of the trivialization of P on X\ {z}.

We will write that a family of circles A of center x tends to z if their radius
tends to 0. Clearly as A — z, the holonomy of V¥ around z tends to 1.

Proposition 4.33. As A — x, the holonomy of V? around A C 9(X\ A) tends

to [P] € m(G) C Z(G). In particular if VT if flat, for A small enough, the
holonomy of V@ around 0%\ A is equal to [P].

Proof. We fix an origin in S* ~ dA. Let t € [0,1] — 7 € G, 70 = 1 be a horizontal
lift of S* C (X \ A) in Pjya with respect to V', in the trivialization Po ~ A x G.
Then t € [0,1] — o¢i05 " € G denotes the corresponding horizontal lift of S* in
the trivialization Ps\(,3 ~ X\ {7} x G.

Let t € [0,1[— &; € G, t € [0,1] — 7 € G be lifts of t € [0,1[— o1 € G,
t €[0,1— 7 € G, with 7 = 1. Then ¢ € [0,1] — 5,70, € G is a horizontal
lift of ST ~ A in Q|pa in the trivialization Qs (.3 ~ X\ {z} X G, with respect
to V€. In particular, parallel transport along S' ~ 9A is given by 71715, *. Now
recall that by definition

Therefore the above parallel transport is just [PlooTi0,, L

Now as A — x, 1y — 1. Therefore 71 — 1, and the parallel transport tends to
[P].

The proof of our Proposition is completed. O
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4.8. The case of a connected subgroup of a simply connected group. Let
now G be a connected and simply connected compact simple Lie group. Let H C G
be a connected compact semisimple Lie subgroup of G.

Let P _G. Y be a G-bundle on ¥. Then
(4.145) P~Yx(@G.

Reducing the G-bundle P to a H-bundle @ is equivalent to finding a section of
PxqgG/H ~¥xG/H. Let 1 € G/H be the image of 1 € G. Then if n € ¥(G/H),
the corresponding H-bundle @ is given by

(4.146) Q={(y.9) e xG, g7 'n=1}.
Therefore homotopy classes of H-reductions of P are just homotopy classes in
Y(G/H).
Since m;(G) =0, 0 <14 < 2, we get
(4.147) mo(G/H) =~ m(H),
m(G/H) = 0,0<i<]1.

Take z € X\ (0XJUY_,(a; Ub;)) as in Section 4.7. Recall that ¥ \ {z} is
homotopy equivalent to U_, (a; U b;) | JUj_ w;. Since m(G/H) = 0,0 <4 < 1,
there is only one homotopy class of sections ¥ \ {z} — G/H.

If 7 is a section of ¥ x G/H, we may and we will assume that n = 1 on ¥\ A.
In this case

(4.148) Q\E\A =X X H,

and @ has a canonical section over ¥\ A.

Therefore homotopy classes of H-reductions of P are classified by homotopy
classes of maps n: A — G/H such that npa = 1, i.e. by m2(G/H) ~ m1(H).

Take z € mo(G/H) ~ w1 (H). Let @, be the H-reduction of P associated to z.

By the above, @5\ {2} has been canonically trivialized on ¥\ {z}. Since Q is a
H-bundle, the class [Q.] € m1(H) is well-defined.

Proposition 4.34. The following identity holds
(4.149) Q] =z in m(H).

Proof. Let y € A+ h(y) € G/H be asmooth map such that hjpa = 1, representing
z in m (H) ~ m3(G/H). Then

(4.150) Q:a ={(y,9) €S xG; g 'h(y) =1}.

To trivialize Q. on A, we fix a connection V= on Q.. If (x,g) € Q:,», we parallel
transport g along radial lines in A. This way, we obtain g; : 9A — H. By definition

(4.151) [g1] = z in m (H) .

Also 0 = g1 exactly defines the H-bundle @, on ¥ in the sense of (4.140). From
(4.151), we get (4.149). The proof of our Proposition is completed. O
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4.9. The action of stabilizers on the line bundle L. Now we use the notation
of Section 1, and more especially of Section 1.9.

Let u € C/CR. We will specialize the results of Section 4.8 to the case H = Z(u).
Clearly the map

(4.152) g€ G/Z(u)— gug e O, CG

is one to one. It maps 1 into .
If 7 is a section of ¥ x O, over X, the corresponding Z(u)-bundle @ is given by

(4.153) Q={(z,9) €L xG, g 'ng=u}.

Since Qx\{z} = X \ {7} x Z(u), Q has a section over ¥ \ {x}. Equivalently, there
is g € ¥\ {z} x G such that

(4.154) n=gug tonX\{x}.

Homotopy classes of trivializations of @ on X \ {z} are just homotopy classes of
g € ¥\ {z} such that (4.154) holds. We have already classified these homotopy
classes by m1(Z(u))?**. By (4.147), we know that 75 {,} is homotopy equivalent
to the constant n = 1 ~ u.

In the sequel, we will assume that 7 = v on ¥\ A which corresponds to n = i

on X\ A .
Similarly
(4.155) Qa ~ A x Z(u)
i.e. Qa has a section. Therefore there exists g € AG such that
(4.156) n=gug tonA.

In particular by (4.156), gjpa takes its values in Z(u), so that gjga € LZ(u). Also
there is only one homotopy class of g € AG such that (4.156) holds.

Then 0 = gjpa € LZ(u) is exactly the o in (4.140) defining the Z(u)-bundle Q
on X.

Recall that [o] € m1(Z(u)) ~ CR/CR,. We identify [0] to a given element
[0] € CR. Let s € S' + bs € T be a loop which represents [o] in 71(Z(u)). Put

(4.157) g° = (bg™ ") joa € LZ(u).
Then g‘oa A is homotopic to 0. Equivalently g‘oa A defines an element of LZ (u). Since

mi(Z(u)) = 0,0 <i <2, g extends to ¢° € LZ(u).
By conjugation of n by ¢° € ¥Z(u), we may and we will assume in the sequel
that

(4.158) n=wuonX\A,
n=gug ' onA,
g € AG, gloa € LT.

Clearly / g tdg € CR is the homotopy class of g € LT.
oT\A

Let now n € ¥G. Put
(4.159) AT={AeA; A-n=A}.
Assume that

(4.160) AT+
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Put

(4.161) u=mn(x).
In the sequel we assume that

(4.162) ue C/CR.

Then by (4.159), (4.160), it is clear that 7 is a section of the orbit O = O,,. In
the sequel we assume that the conditions in (4.158) hold.
Let B € t be such that

(4.163) u=exp(B).
For s € [0,1], x € X\ A, put
(4.164) 7(z, s) = exp(sB).

Then since m;(G) =0, 0 <14 < 2, the map 77: ¥\ A x [0,1] — G extends to a map
7: X x [0,1] — G such that

(4.165) ® Nis\axo,1] = exp(sB),
® Nsx{1} = 1-
For s € [0, 1], put
(4.166) ne(w) =Tz, 5).

Then s € [0,1] — 7, € ©G is a smooth path. Let s € [0,1] € 7, € £G be the
corresponding horizontal lift in XG.

Theorem 4.35. The following identity holds

(4.167) 771|L\.ATI = exp <2i7r</ g—ldg, B>> .
aT\A

Proof. We consider the splitting

(4.168) Y=3X\AUA.

Now both ¥\ A and A are objects like X. They carry the trivial G-bundles P\
and Pa. Therefore to ¥\ A and A, we associate the spaces of G-connections A\

e~

and A2, the line bundles L*/# and L?, equipped with the actions of (£/A)G and
AG.

Clearly A embeds into A¥\A x A, and G embeds into (X \ A)G x AG. First
we claim that
(4.169) L=(L"*® L"),

and the isomorphism (4.169) identifies the metrics and the connections. In fact this
is clear by (4.99).
Put

(4.170) e={(x,y) e S' xS, ay=1}.

Then ((X\ A)G x KC/?)/E acts naturally on L>\? ® LA,

We claim that ©G embeds as a subgroup of (X \ A)G x AG)/e. In fact recall
that we orient 0¥ \ A as the boundary of ¥\ A. Also in Section 4.1, we defined

the morphism f € LG — f € LG. Soif f € E\G/, let g € LG be such that
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pG = floma- Then to f € G, we associate ((fiz\a6.9); (fac,¥9)) € (£ \ A)G

AG)/e. Since as we saw in (4.7), if s € S1, 1s = 571, we find that this element of
((Z\A)G x Ké)/e does not depend on the choice of g.

Now X@G acts on L. Similarly, by the above embedding, $G also acts on (LE\A ®
LA)‘ A- We claim that both actions coincide. In fact this is obvious by the explicit
formula in (4.113).

Let UE\A and 7> be the restrictions of 5 to ¥\ A and A. Let s € [0,1] —
e \AG, s € [0,1] — 7® € AG be the corresponding horizontal lifts. By
the above, we get the equality in S*,

(4.171) T = Ty a Tl -

Now we will compute both terms in (4.171). By (4.165),

(4.172) /A = exp(sB).

Using (4.113), we obtain

(4.173) s = 1.
Consider the path s € [0,1] — 05 € AG, with

(4.174) 0s = gexp(sB)g~".

Clearly by (4.158), (4.165), (4.174),

(4.175) e =0 .

Moreover since gjpa takes its values in T,
(4.176) N5oa = Osjon -

Let s € [0,1] — 6, € AG be the horizontal lift of s € [0,1] — 6, € AG. By (4.175),
(4.176), we get

(4.177) =6
Set
(4.178) ks = exp(sB) € AG.

Let s € [0,1] — &y € AG be the horizontal lift of s € [0,1] — ks € AG.
Recall that

(4.179) Lg=LgoR.

By [45, Proposition 4.3.2], we get

(4150) o805~ = o8y~ | (g7 dg. ).

Using (4.180), we obtain

(4.181) grig~" = 6y exp <2m /8A<g_1dg,B>> .
Clearly

(4.182) K1 =u,
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and so
(4.183) 01 = grig~".
If Ac A2% then A-gc A%, By (4.181), we get
(4.184) Fijpa = §1|LA exp <—2i7r/ (gldg,B>) .
A
Finally using (4.113) again, we find
(4.185) Figs =1.
From (4.177), (4.184), (4.185), we obtain
(4.186) ﬁﬁLA = exp <2i7r/ (g~ dg, B>)
OA

= exp <2i7r/ <g_1dg,B>> .
av\A

By (4.171), (4.173), (4.186), we get (4.167). The proof of our Theorem is completed.

O
4.10. The action of stabilizers on the line bundle \,. Take now 8;,...,0, €
CR’. Take p € Z*. Let Ly, ..., Ls be the canonical line bundles constructed in Sec-
tions 1.14 and 4.2, which are associated to the LG orbits of (fZ—‘Z +61,..., 72—’: + 95).

Definition 4.36. Put
(4.187) Ap(01,...,65)

d
{Ae A, —p(a +A)|S% €0 _payg,--s
d
_p(E + A) 51 € Optina.

Let vp : Ay(61,...,05) — H O—p%%; be given by
j=1
d d
(4.188) A p(A) = ( — P+ Apsp)s- - —p( g + A‘S;)) .
Equivalently, A, (61, ... ,0s) is the set of A € A such that the holonomy of A on S}
lies in the G-orbit of e®1/P ... the holonomy of A on S! lies in the G-orbit of /.

Definition 4.37. Let )\, be the line bundle on A, (61,... ,6s),
(4.189) N =LP @V ( ®5_, Lj) .
Clearly G acts on the right 9{1,“4?(91’ ...,05). By Theorem 4.31, this action
lifts to an action on the right of ¥G on A,.
Proposition 4.38. The action ofi\G/ on A, descends to an action of XG on Ap.

Proof. We only must show that S' C YG acts trivially on A,. However by (4.108),
if t € S', t acts on the right on L? like e*™*. Also ¢ acts on the right on ®3_, L;
like e=2™Pt, OQur Proposition follows. (|
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Let n € ¥G. Assume that

(4.190) ATN A, (61,...,05) #0.
Put
(4.191) u=n(x).

By conjugating n by g € G, we may and we will assume that v € T. We identify
u to a corresponding element in t, which we still denote by u. In the sequel, we
assume that

(4.192) ue C/CR,

so that Z(u) is semisimple.
Now if A € A", the G-bundle P on X reduces to a Z(u)-bundle Q on X.
Recall that by (4.138),

Put
(4.194) Qi) = =\ {2} x Z(u).

Then the connection A lifts to a Z(u) connection on @\2\{x}- Still two different

trivializations of Q|s\ (3 produce two distinct Z(u) bundles Q|s\(z}-
Recall that by (1.173),

(4.195) Op,pNZw)= ) Ozw(wb;/p).
weW,\W
To normalize Q|x\ f,}, we impose that the holonomy of the connection A along S Jl
be conjugate in Z(u) to e*’%/? € Z(u), with wi € W,\W.
Let then [Q] € m(Z(u)) ~ g;éz be defined in Sections 4.7-4.9.
Theorem 4.39. The following identity holds

S

(4.196) MAp|ATNAL(61,...,0,) = €XP —2@'7T<Z w?0; + p[Q], u)
j=1

Proof. As we saw in (4.158), by conjugating n by an element of ¥G, we may and
we will assume that

(4.197) n = wonX\A,

= gug~!on A with g € AG , goa €T'.
Then
(4.198) Qi\a =X\ A X Z(u).

Let V¥ be a connection on P which preserves 1. Then V¥ induces a connection
V@, which, in the trivialization associated to (4.198), is given by

(4.199) VOe=d+ A, Ac QYD \ A ju)).
The connection V lifts to a connection V@ given by

(4.200) Ve =d+A.
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By our choice of @, we may and we will assume that the holonomy of Ve on S ]1
lies in the Z(u) conjugacy class of e®’ /P,

By [20, Section 3.2], [45, Proposition 4.3.6] for 1 < j < s, there is h; € LZ(u)
such that

~ d ~ d 9,
-1 _ 2J
(4.201) hj <_dt + A|SJ1> h; = T W » .
Since Z(u) is simply connected, there is h € $Z(u) such that

(4.202) bt =h;, 1<j<s.

Let h € ¥Z(u) be the image of h. Then hjoa € LZ(u) is homotopic to the constant
loop 1. By proceeding as in (4.157), we may and we will assume that hjpa € LT is
homotopic to the constant loop 1 in Z(u).

Now we may as well replace n by h™'nh and A € A" by A-h € AP b By
(4.197),
(4.203) hilnhm = hilgugflhm,

h_lg‘aA e T.

Finally the homotopy class of h_lg|51_ € LZ(u) is the same as the homotopy class
of gs1 € LZ(u), 1 <j <s.

So basically, we may and we will assume that n verifies the assumptions in
(4.197), but we also have the extra assumptions

d d .0
4.204 Lia) =2l 1<ji<s.
(4.204) <dt+ )31 a Uy =I=0

Now by definition, the right action of u € LG on Lj _pajai+wie, is given by
exp(—2im(u,w’d;)) € S*. Using (4.167), we see that

(4.205) N, = exp | 2im(— Z w!0; — p/ g tdg,u)
= as\A
By Proposition 4.34,
(4.206) [ atas=(Qle m(z).
oT\A
From (4.205), (4.206), we get (4.196).
The proof of our Theorem is completed. O

Remark 4.40. It should be pointed out that the expression (4.196) is natural. In
fact it only depends on the w? € W, \W. Also as we saw after (4.141), we know
how [Q] changes if we change the trivialization of @s\a. One verifies easily that
(4.196) is compatible with this formula.

Also by Proposition 1.44, one verifies easily that (4.196) is compatible with the
fact that XG acts as a group on \,,.
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5. THE MODULI SPACE OF FLAT BUNDLES ON A RIEMANN SURFACE

The purpose of this Section is to construct the moduli space M/G of flat G-
bundles over a Riemann surface ¥ with marked points. We establish the Witten
formula [59, 60] for the symplectic volume of M/G. Also we show that the formula
of Witten [60] and Jeffrey-Kirwan [26] can be applied to M/G. In particular, we
express the integrals of certain characteristic classes over M/G in terms of the
action of certain differential operators on local polynomials over the maximal torus
T. Also we give a formula for ¢1 ("M /G) . All these results will be needed in Section
6, when we apply the Theorem of Riemann-Roch-Kawasaki [30, 31] to M/G .

As explained in the introduction , our derivation of the Witten formula is closely
related to earlier work by Liu [37, 38].

This Section is organized as follows. In Section 5.1, we give the standard
combinatorial description of ¥. In Section 5.2, we introduce the corresponding
combinatorial complexes, which compute the absolute and relative cohomology of
flat vector bundles over ¥. In Section 5.3, we introduce the G-equivariant map
¢: X =G% x[[] O; — G, such that M = {z € X, ¢(x) = 1}. Also we relate the
differential of ¢ to the combinatorial complexes on ¥ which compute the absolute
and relative cohomology of the flat adjoint vector bundle E. In Section 5.4, we
give natural conditions on the orbits O; under which 1 is a regular value of ¢, so
that M/G is an orbifold. In Section 5.5, we give conditions under which the set of
elements in the fibres of ¢ or in X with non trivial stabilisers are of codimension
> 2. In Section 5.6, we describe TM /G and the symplectic form w. In Section 5.7,
we show that the symplectic volume form on M/G can be evaluated in terms of
the corresponding combinatorial complexes. In Section 5.8, using the results of the
previous subsections, we prove Witten’s formula [59, 60] for the symplectic volume
of the reductions of M/G.

In Section 5.9, we define logarithms from certain subsets of G into g. In Section
5.10, we show that the invariant open sets of X where G acts locally freely are
naturally equipped with a symplectic form, and that the action of G on these
sets has a moment map. In Section 5.11, we compute the integrals of certain
characteristic classes on the moduli spaces associated to the centralizers Z(u),u €
C/R*. As we will see in Section 6.4, these moduli spaces correspond to the strata of
M/G. In Section 5.12, we compute certain Euler characteristics. Finally, in Section
5.13, we give a formula for ¢1(TM/G).

5.1. Combinatorial description of the Riemann surface ¥. If a,b lie in a
group I', put

(5.1) [a,b] = aba™'b~".
Let g € N, s € N, g+ s > 0. Let I be the discrete group generated by 1,
UL, V1, ... 5 Ug, Vg, W, . .. ,Ws, and the relation
g S
(5.2) H[ul, ’Ui] H wj; = 1.
i=1 j=1
Let X be an oriented connected compact surface of genus g. Let x1,...,x5 be

s distinct elements of X. Put

(5.3) X' =X \{z1,...,2s}.
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FIGURE 5.1

Let Aq,...,As be small non intersecting open disks in X, centered at p1,... ,ps.
Let ¥ be the surface with boundary

(5.4) 2= X\ U A,

Let ¢ € X. Then I" can be canonically identified with 71 (g, 2) = m1(¢q, X’). Let
P, s be a4g+3spolygon covering . The edges of P, s are denoted ay, b1, al_l, bl_l, .
a;l,bgl,cl,dl,cfl, .o.yCsydg, et Then P, s induces a cell decomposition of X
with one two-cell, 2g + 2s one-cells, 1 + s zero-cells. The two-cell is the interior

[e]

Py s of Py . The 2g 4 2s one-cells are the circles ay, b1,... ,a4,bq,d1,... ,ds, and
the segments cy,...,cs. The 1 4 s zero-cells consist of ¢ which lies in the a;, b;,
and is a boundary point for the ¢;, and also r1,...,rs which lie respectively in
C1,...,Cs and in dy,... ,ds. The case g = 1,s = 1 is represented in Figure 5.1,
where ¢!, ... , ¢° represent ¢, and ri,r2 represent r;. In the description given above,
the group 7 (¢, ) is generated by the circles uq = a1,v1 = b1,... ,uq = ag, vy = by,
wy = cldlcfl, e Wy = csdscs_l.

Also the above decomposition induces a cell decomposition of 9%, with s 1-cells
di,...,ds, and s O-cells y1,...,ys.

To the above cell-decompositions of X, we can associate the corresponding com-
plexes over Z, (C*,9), (C9%,9) which calculate the homology groups H (3, Z), H (0%, Z).
Let (C*7,9) be the quotient complex defined by the exact sequence

(5.5) 0— (C%,0) — (C¥,0) — (C¥7,0) = 0.
Then the homology of (C*¥7, ) is the relative homology H((%,9%), Z).

Note in particular that CQE’T is generated by P, Clz’T by the 2g + s one-cells
DINS
ai,bi,...,aq,bg,c1,... ,¢cs, Cy”" by the zero-cell g.

5.2. The combinatorial complexes on 3. Let V be a finite dimensional complex
vector space. Let 7 : I' — Aut(V) be a represention of I'. Equivalently let w;,v;
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(1<i<yg), w; (1 <j<s)in Aut(V) such that

i

(56) H[ul, ’Ui] H w; = 1

i=1
Let 7 : % — ¥ be the universal cover of . Put
(5.7) F=SxpV.

Then F is a flat complex vector bundle on X. Let V¥ be the flat connection on F.

To the above cell decompositions of 3, 0%, we associate the corresponding combi-
natorial complexes (C*(F), ), (C9%(F),d), (C*"(F),d), whose homologies are re-
spectively H (%, F), H (0%, F), H ((X,0%), F'), and which fit in the exact sequence
of complexes

(5.8) 0 — (CP(F),8) — (C*(F),0) — (C¥"(F),0) — 0.
For s > 0, we have the associated long exact sequence

(5.9) 0 — Hy((%,0%),F) — H (0%, F) — H\(X, F) — Hi((%,0%), F)
— Hy(0X,F) — Ho(X,F) — 0

(in (5.9), we used the fact that if s > 0, H2(X, F) =0, Ho((2,9%), F) = 0).

Let p be the barycenter of the 2-cell P, let ¢,... ,q* ri r2 ... rl r2 be the
vertices of P (see Figure 5.1 for the case g =1,s =1).

o
Then C3'(F) is the space of flat sections of 7*F on P, and can be identified
to F,. Similarly C*(F) is the space of flat sections of F' in the “interior” of the
corresponding one-cells. We identify (7*F),, to m*F, by parallel transport with
respect to 7 V¥ along a radial line connecting p to ¢*. Along OP , we identify 7*F
to (m*F),, by clockwise parallel transport with respect to 7*VE'.
Then we identify C{ (F)

over ay, with (7*F), .
over by, with (7*F),

over ag, with (7 F)s .
over by, with (7 F) e .

2.

over c1, with (m*F')gag+1 .
e over dy, with (7*F),1

Of course ultimately, (7*F)g1, (7*F) g2, (7" F)4s, ... are identified to 7*F), as indi-
cated before.

Finally C3 (F) is identified to (7*F) 1 @ (Dj-1 F ), which itself is identified to
a sum of 1+ s copies of (7*F),.

So C3*(F) is just (7*F),, C¥(F) is a sum of 2g+ 3s copies of (7*F),,, and CF* (F)
a sum of 1+ s copies of (7*F),.
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Then one verifies easily that if f € CF(F) ~ (7*F),,
of = (1— ulvl_lul_l)f‘al +(1- vlulvfl)uflf‘bl +

(1 — w20y uy o1, w1] fla, + (1 — v2usvy uy or, ud] fip, + - +

(5.10) (1 - wfl)[vg, Ug] S [Ulvul]f\cl + [vg, Ug] S [Ulvul]f\dl

+(1— w;l)wfl[vg,ug] o un] fle, + wfl[vg,ug] v ua] fla,
Similarly 8 : C¥*(F) — C¥(F) is such that if f € (7*F),,
(5.11) fia) = (L=u7)fjgr,

(
(

af\bi) = (livi_l)f\qla
fie;) = figr = fr1s
Ofia,) = (L—wi')fi.

In view of (5.6), (5.10), (5.11) one verifies that, as should be the case, % = 0.
By restriction to 9%, we obtain the chain map 9 : C{*(F) — C&*(F) given by

(5.12) Ofia, = (1 =w; ") fips -

The complex (C*7(F),0) is obtained by making formally f|rj1 =0, flg; =0in
(5.10), (5.11).
Note that for s > 0, we recover the fact that

(5.13) Hy(S,F) =0, Ho((3,0%),F) =0.
Proposition 5.1. The following identity holds
(5.14) Hy((%,0%),F) ~{f e (@ F)p,(ur —1)f =0,(v1 —1)f =0,...,
(ug—1)f =0,(vg—1)f =0,
(wn —1)f =0,..., (wy —1)f =0}
Proof. By (5.10),if f € C’QE’T(F), the condition df = 0, can be written as
(5.15) woyur f = f
[or, il f =ui'f,
upvy 'uy g, ual f = [or, ualf

[va, ua][vr, ur] f = uy o1, ua] f,

(1 - wl_l)[vgaug] s [Ulaul]f =0,

(1 —wy Hw v, ug) - - [v1,ua]f = 0.

From the first two equalities in (5.15),

(5.16) [or,w]f =vif =ui'f,
so that

(5.17) viturtf=f.
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From (5.16), (5.17), we find that the first two equalities in (5.15) are equivalent to

(5.18) uf=uvf=f.

By proceeding as before, we get from (5.15),

(5.19) wf=f,vwuf=f,1<i<g,

so that

(5.20) wif=f,1€j<s.

The proof of our Proposition is completed. [l

Let F* be the flat vector bundle on X, which is dual to F'. Then if V* is dual to V/,
F* is the flat bundle on ¥ associated to the dual representation 7* : T' — Aut(V*).

Let (C*(F),0), (C?%(F),d), (C¥"(F), ) be the complexes dual to (C*(F*), ),
(CO%(F*), ), (C*7(F*),0). Then we have the exact sequence of complexes

(5.21) 0 — (C®™(F),0) — (C¥(F),0) — (C9*(F),0) - 0.

The associated cohomology groups are respectively H- ((X,0%), F), (H (%, F), H(0%, F).
For s > 0, the corresponding long exact sequence

(5.22) 0— H%,F) — HY0%,F) — HY((%,0%),F) — HY (S, F) —
HY(0%,F) — H*((%,0%),F) — 0
is dual to the exact sequence (5.9) for F*.
Now we describe the chain map 0 in the complexes (5.21). We trivialize the
flat vector bundle F' as indicated above. In particular the complexes in (5.21) are

now direct sums of copies of (7*F),. By (5.10), (5.11), we find that if f € 7*F),
9: C*%(F) — C¥1(F) is such that

g

(5.23) Oflg") = 3 (1= wa)flai + (1= vi) flbi) + 3 fles

i=1 j=1
(fIry) = —flej + (1 — w;) fld;,
and 9 : C¥1(F) — C®2%(F) by

(5.24) O(fla;) = [wi,v1]... [ui—1,vi-1](1 —wvsu; ") f,
ofb:) = [ur,vr] ... [uim1,vic]ui(1 —viwg toy Y f
A fles) = lur, o] [ug,vglwy .. w1 (1 —wy) f,
a(fld;) = [ur,vi1]...Jug,vglwi ... wj—1f.

The complex (C¥"(F),d) is obtained formally from (5.23), (5.24) by making
the components indexed by d; or r} equal to 0. Finally  : C%9%(F) — C19%(F)
is given by

(5.25) O(flry) = (L —w;)fld; .
Observe that by (5.23), (5.24), it is clear that for s > 0,
(5.26) H*X,F)=0, H°((%,0%),F)=0.
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Proposition 5.2. The following identity holds,

(5.27) HY(%, F) = {fl¢" + Zﬂrjl , with f € 7" F, such that

j=1
(I-u)f=0,1-vi)f=0(1<i<g), I-w))f=0(1<j<s)},
Proof. Our identity follows from (5.23). O

Remark 5.3. By Poincaré duality
(5.28) Ho((%,0%),F) ~ H (X, F).

Using Propositions 5.1 and 5.2, the identification (5.28) has been made explicit.
Another interpretation is to view the complex (C*:(F), d) as the relative homology
complex associated to the dual cell decomposition of 3.

Suppose that s > 1. Let (K-, ) be the trivial complex concentrated in degree 1,

(5.29) K' = @ ker(1 — w;)|e; ~ H (9%, F).
j=1

Then by (5.24), (K-, 9) is a subcomplex of (C"(F),d).
We have the obvious exact sequences

(5.30) 0 — ker(1 — w;) W*Fprjzl_wjlm(l —w;) —=0 .

The exact sequences (5.30) induce an exact sequence of complexes

(5.31) 0 — (K",0) — (C*"(F),0) — (C*(F),d) —=0 -

By (5.23), (5.24),
(5.32) CFF) = C¥"F(F),k=0or2,

g s
= PrF, enF,, e@mA —w;)., k=1
i=1 j=1

By (5.23), (5.24), if f € m*F,, 8 : CZO(F) — C™1(F) is given by

g s

(5.33) 0f =Y (1 =wi)fa: + (1 =vi) fip.) +D_(1 = wj)fie; ,

1 j=1
and 9 : CZ1(F) — C=2(F) by

(5.34) 8(f|al) = [Ul,’Ul] . [ui_l, ’Ui_l](l — uiviui_l)f,
8(f|bz) = [ul, ’Ul] . [ui,l, vifl]ui(l — viui_lvi_l)f,

A(fle;) = [ur,vi]...[Jug,vglwr...wj—1f.
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Let H-(3, F) be the cohomology of (C=(F),d). By (5.31), for s > 0, we have
the long exact sequence

(5.35)
0—— HO(S,F) — K' = HY(9%, F) — H'((%,9%), F)

— H'(%, F) 0 H*((2,8%), F) ——— H%(3, F) ——0.

Theorem 5.4. For s > 0, the following identities hold,
(5.36) H(%,F) = H(S, F),

H%(S,F) = H*((Z,0%), F).
Also H'(Z, F) is the image of H'((S,0%),F) in H'(S,F). In (5.35), the map
HO(S, F) — K is just the map H*(S, F) — H°(9%, F), the map K' — H((X,0%), F)
is minus the map H°(0X, F) — HY((%,0%), F), and T : H'((3,0%),F) — H'(X, F)
is induced by the map H'((3,0%),F) — H(X, F).
Proof. By (5.33),
(5.37) HY S, F)={fermF,,(1-u)f=0,(1<i<g)
Usin Proposition 5.2, and (5.37), we get the first equality in (5.36). The second
equality in (5.36) follows from (5.24), (5.34).

Inspection of (5.23), (5.24), (5.37) shows that the map H°(X, F) — K1 is the
canonical H°(X, F) — H°(0%, F). Take f € ker(1 — wj;). By (5.23), if f|r} is
viewed as lying in C°(%, F), then
(5.38) Oflry =—fles.

Therefore the map K' — H((X,0%), F) is minus the map H°(9%, F) — H((X,0%), F).

By (5.35), we have the canonical isomorphism
H((%,0%), F)

5.39 HY (S, F) ~ :
(5:39) (&0~ 10 HO(0%, F)
By (5.22), (5.39), we find that H'(X, F) is exactly the image of H!((X,d%), F) in
HY(X, F).
The proof of our Theorem is completed. O

Remark 5.5. Assume that F' and F'* are naturally isomorphic as flat bundles. This
is the case when F is real and carries a flat scalar product. Then H°(X, F) and
H?((%,0%), F) are Poincaré dual, and the image of H((X,0%), F) in H*(X, F) is
equipped with a non degenerate 2-form, the intersection product. The conclusion
is that in this case, the cohomology of (C=(F),d) exhibits Poincaré duality.

5.3. The map ¢. Let G be a compact connected semisimple Lie group. Let Z(G)
be the center of G. Then Z(G) is a finite subgroup of G. Let G’ = G/Z(G) be the
adjoint group. Then G’ acts naturally on G by conjugation. If u € G', v € G, we
will write

(5.40) u-v=uvut.
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Similarly G’ acts on G297 by conjugation. We will use the same notation for the
action of G on G or on G29*% by conjugation.
Take g,s € N, with g + s > 0.

Definition 5.6. Let ¢ : G?97* — G be the map
g s
(5.41) D(U1,V1, ..., Ug, Vg, W1, ... , Ws) = H[ui,vi] H wj .
i=1 j=1
Then ¢ is G’-equivariant, i.e. if g € G/, z € G?9+3,
(5.42) Plg-2)=g- ().
Let g be the Lie algebra of G. If g € G, we identify T,G to g = T.G via the
right multiplication operator Rg.. Then if z € G295,

(5.43) T.G20+s = g2ts |

Definition 5.7. Take z € G29%°. Let § : g — g?9"* be the derivative at g = 1 of
the map g € G+ g-x € G295, Similarly let 6 : g291° — g be the derivative at
xr € GH7T8 of 2/ = G5 ¢(2)) € G.

Clearly G acts on g by the adjoint action.

Proposition 5.8. Take z = (u1,v1,... ,Ug, Vg, W1, ... ,ws) € G295, Then if f €
9,
(544> 5f = ((1 - Ul)f, (1 - Ul)fa tee (1 - ’U,g)f, (1 - Ug)f7

I—w))f,..., (1 —ws)f).

Similarly, Zf (f17 s 7f29+5) € 9294»5,
g

(5.45) O(f1,. o s fages) = Z[ul,vﬂ o (w1, vi1]

=1
((1 — ui’l)i’ui_l)fgi,1 + uz(l — viui_lvi_l)fgi)

S
+ Z[ulvvl] o fug,vglw o wja fagtj -
j=1
Proof. This is a trivial computation, which is left to the reader. ([l

Let O C G be an orbit in G. More precisely, take g € G, and put

(5.46) 0=1{¢ 9, €G}.
Of course g € O. If Z(g) C G is the centralizer of g,
(5.47) 0~G/Z(g).

Clearly the tangent space 7,0 C T,G ~ g is given by
(5.48) T,0, =Im(l —g).
Also T.Z(g) C g is given by
(5.49) T.Z(g) =ker(1 —g).

Then the exact sequence

(5.50) 0—-TcZ(g) = T.G — Ty,04 — 0
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corresponds to the obvious

(5.51) 0—— ker(l — g) —9 1—_g> Im(l - g) —0 .
Let O4,...,0;s be s adjoint orbits of G in G. Put
(5.52) X=c"x]Jo;.
j=1
If # = (u1,v1,... ,Ug, Vg, w1, ... ,ws) € X, §:g— g29"* is in effect a linear map :

g— g9 ® @;_, Im(1 — w;). By restriction we obtain the linear maps

(5.53) (D,5):0—>g—6>929@@;:11m(1—wj)—6>g—>() .
Note that in general

(5.54) 82 #£0.

Also observe that if g € G', g maps (D, ), into (D, d)gs.

Definition 5.9. If z € X, let Z(z) C G, Z'(x) C G’ be the stabilizers of z, and
let 3(x) be the Lie algebra of Z(x) and Z'(z).

Of course Z'(z) = Z(x)/Z(G).
Proposition 5.10. For x € X, then
(5.55) {fegdf=0}=;).
Proof. This is obvious by 5.44. O

Let {, ) be a G-invariant scalar product on g. If h is a vector subspace of g, let
+ be the orthogonal space to h in g.
g g

Proposition 5.11. For x € X, then
1

(5.56) 6(929 ® @ Im(1 — wj)) = 3(z).

Proof. Let 6" : g — g* @ @;_, Im(1 —w;) be the adjoint of § : g9 & P;_, Im(1 —
w;) — g. Clearly

(5.57) 5(g% & P Im(1 — w)))* = kers*.
j=1

Let P'™(1=%;) he the orthogonal projection operator g — Im(1 — w;). Then

(5.58) (1- wj_l)PIm(l—wj) =(1- wj—1)7

and 1 — w;1 is one to one from Im(1l — w;) into itself. Using 5.45, we obtain a

formula for 6* involving the projection P™(=%i) By (5.58), to calculate ker §*,
we may replace P™(1-w;) by (1 —w;). By proceeding as in Proposition 5.1, we get
(5.56). O

Recall that ¢ : X — G is said to be regular at x € X if dp(z) : To X — TG
is surjective.

Theorem 5.12. The map ¢ : X — G is reqular at x € X if and only if 3(x) = 0.
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Proof. Our Theorem is a trivial consequence of Proposition 5.11. |
Definition 5.13. Put
(5.59) M={ze X, ¢(x)=1}.

Ifx = (u1,...,ws) € M, then x defines a morphism I' — G. Also G acts on g via
the adjoint representation. Let E be the flat real vector bundle on ¥ constructed
as in (5.7), i.e.

(5.60) E=Sxrg.
The following result was first obtained by Liu [37, 3§]

Theorem 5.14. If x € M, then in (5.53), 6> =0, i.e. (D,d), is a complex. The
complex (D, 6), can then be canonically identified to the complex (C* (E),d)s.

Proof. By (5.42), if x € M,

(5.61) d(gr) =1.
By (5.61), we find that 62 = 0. Comparing (5.33), (5.34) and (5.44), (5.45), our
Theorem follows. U
Remark 5.15. By Theorem 5.4, if x € M,
(5.62) H°(%,E) = H(Z,E)
H*(S,E) = H?*((Z,0%),E).

In view of Propositions 5.1 and 5.10, we find that if x € M,
(5.63) H(S,E) = 3(x),

BASE) = ).

So when x € M, Proposition 5.11 follows from (5.63).

5.4. The set of regular values of the map ¢. Recall that G and G’ act by the
adjoint action on g. Then one verifies easily that if x € M, g € G,

(5.64) (C3(E),0) —5= (CF,(E),0)
is an isomorphism of complexes. In particular the induced map
(5.65) 0¥ (B)—— H},(E)

is an isomorphism.

Let T be a maximal torus in G, let t be the Lie algebra of T. Let W be the
Weyl group of G with respect to T'. Let R = {a} C t* be the root system of G, let
CR = {hs} C t be the corresponding coroots.

Now we recall the definition of S C 1" given in Definition 2.23.

Definition 5.16. Let S C T be given by

(5.66) S={teT;t= Z t“hg, ; the h,, for which t* # 0 do not span t}.
a€ER

Let t1,...,ts € T. Let O1,...,0s be the orbits of ¢1,...,t; in G. By [15,
Lemma IV.2.5],

(567) OjﬂTZWtj,lngS.
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Definition 5.17. We will say that (t1,... ,ts) verify (A) if for any (w!,... w®) €
Wwe,

(5.68) Z wit; & S.
1

Theorem 5.18. For g > 1, the map ¢ : X — G is surjective. For g > 1,t €T is
a regular value of ¢ if and only if (t1,t2,... ,ts,—t) € TS verify (A).
For g=0,t €T is a reqular value of ¢ in the following two cases :

(5.69) ot & H(X).
et d(X), and (t1,... ,ts, —t) verify (A).

Proof. By [14, Corollaire 4.5], since G is semisimple, the map (u,v) € G? — [u,v] €
G is surjective. Therefore, for g > 1, the map ¢ is surjective.

First we will prove the remainder of our Theorem for ¢ = 1. By Theorem 5.12,
1 € G is a non regular value of ¢ if and only if there exists x € M such that
3(x) # 0. Equivalently there exists p € g, p # 0 and © = (u1,... ,ws) € M such
that € Z(p)?97¢. By [15, Theorem 1V.2.3], Z(p) is a connected Lie subgroup of
G, which is not semisimple, since Rp is contained in the Lie algebra of its center.
Let To = Zo(Z(p)) be the connected component of the identity in Z(Z(p)). Then
we have the exact sequence

(5.70) 1 =Ty — Z(p) = Z(p)/To — 1,
and Z(p)/Ty is semisimple. Put
(5.71) v =m(Z(p)/To),
and let Z@S_//TO be the universal cover of Z(p)/Ty. Then (5.70) fits in the diagram
(5.72) 1 1 1

1 1 Y Y 1

1 Tp Z(p) Z(p)/Ty — 1

1 To Z(p) Z(p)/To —1

1 1 1

In (5.72), Z(p) — Z(p) is the obvious ~ covering of Z(p).

—_—

Since Z(p)/Ty is semisimple and simply connected, any central extension of
Z(p)/To by a torus is trivial, so that

(5.73) Z(p) = To x Z(p)/Tp.

—_~— —_~—

Therefore v C Z(p)/Tp embeds as a finite subgroup of Ty x Z(p)/Tp.
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Let T(p) be a maximal torus in Z(p)/Ty. Then Ty x T(p) is a maximal torus in
Z(p). From (5.72), (5.73), we get the complex

(5.74) 1 1 1
1 1 v v 1
1 —— Ty — Ty x T(p) T(p) 1
1 Ty T T/T, 1

1 1 1

Now we use the notation of Theorem 1.52. Let to = 3(Z(p)) be the Lie algebra
of Ty. Let t; C t be the vector subspace of t spanned by the {hs}acr,. Clearly

(5.75) t=th @t .

Also t; is the Lie algebra of T /Ty or of T(p).
Let [Z(p), Z(p)] be the commutator subgroup Z(p), i.e. the group spanned by

commutators in Z(p) By (5.73), since Z(p)/Ty is semisimple,
(5.76) [Z(p), Z(p)] = Z(p)/To-

~

Clearly [Z(p), Z(p)] maps onto [Z(p), Z(p)]. Therefore [Z(p), Z(p)] is a compact
connected subgroup of Z(p), and so it is a connected Lie subgroup of Z(p).

Let now ¢t € T N [Z(p), Z(p)]. By the above, there is a € Z(p)/To, b = (bo,b1) €
To x T(p) which map to t. Therefore, if ¢ = ab™?, then ¢ € 4. Clearly

(5.77) c=(bgt abit).
By (5.74), (5.77),

(5.78) ab7' e~ C T(p).
From (5.77), we get

(5.79) aeT(p).

We thus find that if ¢ € T N [Z(p), Z(p)], t is the projection of an element of T(p).
Equivalently ¢ can be represented by € t;.
Recall that

(5.80) ﬁ[u v;] H wj =1,
i=1 j=1

and u;,v; € Z(p), 1 <i<g,w; € Z(p), 1 <j <s. Clearly T is a maximal torus
in Z(p). So there is g € Z(p) such that gw;jg~* € T. Since gwjg~* € TN Oy;, by
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5.67), there is w/ € W such that
(5.67),

(5.81) quwig~t = wit; .
Therefore
(5.82) w; = w't; in Z(p)/1Z(p), Z(p)] -

So by (5.80), (5.82), we get
(5.83) > wit; e TN (Z(p), Z(p)].

j=1
By the above, we find that
(5.84) S wity= )" s%hainT.

j=1 a€Ryp
Now since p # 0, {hq, @ € R,} does not span t, i.e. (t1,... ,ts) does not verify (A).

Conversely, suppose that g > 1, and (¢1, ... ,ts) does not verify (A). Then there is
(w',... ,w®) € W*, such that 327, w/t; can be expressed as a linear combination
of {hs} which do not span t. Let p € t, p # 0 be orthogonal to the corresponding
{a}. By the above,
(5.85) > W'ty € [Z(p), Z(p)].
j=1

Using the fact that in a compact semisimple Lie group, any element is a commutator
[14, Corollaire 4.5], and also the considerations after (5.76), by (5.85), there is
Ug, Vg € Z(p) such that

(5.86) (g, vg] [ w't; = 1.
j=1

Ifz=(1,...,1ugvg,wty, ... ,w'ts), then x € M, and p € 3(x), so that 3(x) #
{0}. By Theorem 5.12, we find that 1 is not a regular value of ¢.

Let t =t} € T. Let Os+1 C G be the G-orbit of t441. Put X1 = G?9 x

s+1
st O;. More generally we denote with the index +1 the objects we constructed

abjcizle, which are associated to X ;. Clearly

(5.87) X113 =X xO4q1.
Also if (2, wst1) € X141,

(5.88) G+1(x, wst1) = P(T)Ws41 -

Clearly ¢(x) = t if and only if (x,ts41) € M41. By (5.88), if ¢ is regular at z,
@41 is regular at (z,ts41). Conversely, suppose that ¢ is regular at (x,t541). By
(5.88),

(5.89) Im(dg1)(2, tosr) = Im(dpg ™ )a + (L1 — 1)(g) -
By (5.42), we find that
(5.90) (ts+1—1)(g) C Im(dgpp "), .

From (5.89), (5.90), we find that ¢ is regular at ¢ if and only if ¢; is regular at
(x,ts+1). Now we use our Theorem for ¢ = 1 and we obtain the stated result in full
generality. |
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Remark 5.19. Instead of studying the case ¢t = 1 first, we could as well have used
Theorem 5.12 and proceeded directly.

5.5. The stabilizers Z’'(z).

Theorem 5.20. If G is simply connected, under one of the following three condi-
tions, if t € T is a regular value of ¢, {x € ¢~H{t}, Z'(x) # 1} is included in a
union of submanifolds of {x € ¢=(t)} of codimension > 2 :

o Forg>2.

e For g =1, if one of the t;’s or t is regular.

e For g = 0, s = 1, in which case ¢~*{t} is empty, or if at least 3 of the

elements {t1,... ,ts,t} are regqular.

If G is only connected, if t1,... ,ts are very regular, if t € T is a regular value of
¢, {x € p71(t), Z'(x) # 1} is included in a union of submanifolds of {x € ¢~1(t)}
of codimension > 2 :

e Forg> 2.

e Forg=1,if s> 1 or ift is very reqular.

o Forg=0,s =1, in which case ¢~1(t) is empty, if s = 2 and t is very regular,

orif s > 3.

Proof. We will prove our Theorem in various stages.
o The case where G is simply connected and t = 1.

If 1 is a regular value of ¢, either M = ¢~1{1} is empty, or it is a smooth
submanifold of X.

By Theorem 5.12, when M is non empty, the group G acts locally freely on
M. Therefore M/G is an orbifold. If dim(M/G) is the dimension of the maximal
statum of M /G, then

(5.91) dim M/G = (2g — 2) dim(g) + Z dim(0;).

Of course the same observation applies to the action of G on M. Clearly M/G ~
M/G'. In the sequel we will use the notation M/G or M /G’ indifferently. However
in Section 6.3, we will construct an orbifold G-line bundle on M /G, which may well
not be an orbifold G’-line bundle.

Take now z € M such that Z'(x) # 1. Letu € Z'(x), u # 1. f x = (uy, ... ,wy),
then wq,... ,ws € Z(u). By conjugation, we may as well assume that u € T' =
T/Z(G). Since G acts locally freely on M, the group Z(u) is semisimple. By
Theorem 1.38, u € C/E*. Of course here u # 0.

Since G is simply connected, Z(u) is connected. By Theorem 1.50, for any t € T,

(5.92) omnzu) = |J Ozulwt).
weW,\W

For 1 <5 <s, let wl € W such that

(5.93) wj € Oz (wit;), 1<j<s.
Put
(5.94) X" =Z()*? x [ Oz (w't;).

j=1
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We define ¢, : X% — Z(u) as in (5.41). Let M* = ¢, {1}. Then z € M.
Moreover Z(u) acts locally freely on M*™. Therefore, by Theorem 5.12, 1 is a
regular value of ¢,, i.e. M" is a smooth submanifold of M. Note that this also
follows from the fact that M is a smooth manifold, G acts on M, and M is a
component of the fixed point set of u in M. Then

(5.95) dim M"/Z(u) = (29 — 2) dim3(u) + Y _ dim Oz (w't;).

j=1

Now by Theorem 1.52,

(5.96) dim 3(u) < dim(g) — 2.
Also
(5.97) dim Oz, (w't;) < dim O; .

Now we consider 3 cases :
o If g > 2 by (5.91), (5.95)-(5.97),

(5.98) dim M*/Z(u) < dim M/G — 2.

By (5.98), M*/Z(u) maps to a submanifold of codimension > 2 in M/G. Therefore
the G-orbit of M™ in M is a submanifold of codimension > 2 in M.
o If g =1, assume that ¢; € T is regular. Then
(5.99) dim Oy, = dim(g) — dim(t),
dim Oy, (w't1) = dim 3(u) — dim(t) .

By (5.91), (5.95), (5.96), (5.97), (5.99), we find again that

(5.100) dim M"/Z(u) < dim M/G — 2.

o If g =0, if s =2, then

(5.101) dim O, < dim(g) —dim(t); s =1,2,
so that using (5.91),

(5.102) dim M/G < 0,

ie. M =0.

If s > 3, assume that t1,ts,t3 are regular. Then

(5.103) dim M/G = dim(g) — 3 dim(t) + Z dim(0;),

dim M"/Z(u) = dim(u) — 3dim(t) + > _ dim Oz, (w't;).

By (5.96), (5.97), (5.103)
(5.104) dim M*/Z(u) < dim M/G — 2.

So we have proved our Theorem in this case.
o The case where G is non simply connected and t = 1.
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First we proceed as above. In this case for u € C/R", u # 1, Z(u) is in general
non connected. However by (1.174), since t1,... ,ts are very regular,

(5.105) O, N Z(u) = U Oz uy, (Wit;) .
w GWZ(u)O\W

For1 <5 <s, let wl € W be such that
(5.106) wj € Oz, (Wt)).

Again we define X* by (5.94), and we define ¢,, as before. Put M* = ¢ 1{1}. By
the same argument as before, 1 is a regular value of ¢,,. Then (5.95) still holds. If
g > 2, (5.104) is still true. If g = 1, since ¢ is very regular in G, then ¢; lies in
Z(u)o and is very regular in Z(u), so that (5.100) still holds.

If g = 0, under the stated assumptions, the argument in the proof above can still
be reproduced.

The proof of our Theorem is completed in this case.

o The case where t € T s an arbitrary regular value of ¢.

Let t = t;}l € T. We use the notation in the proof of Theorem 5.18. Then ¢
is a regular value of ¢ if and only if 1 is a regular value of ¢11. By the above, we
obtain our Theorem in full generality.

The proof of our Theorem is completed. O

Theorem 5.21. If G is simply connected, under one of the following conditions,
{z € X;Z'(x) # 1} is included in a union of submanifolds of codimension > 2:

e g>1.
e g=0, 5> 2, and at least 2 of the t;’s is reqular.

If G is non necessarily simply connected, if all the t;’s are very regular, then
{x € X,Z'(x) # 1} is included in a union of submanifolds of codimension > 2 if

e g>1.
e g=0,52>2, and at least 2 of the t;’s are very regular.

Proof. By [], the set of conjugacy classes of stabilizers Z'(x) is finite. Take z € X
and assume that Z’(z) # e. Let G'(z) be the orbit of G’ through . Then

(5.107) G'(x) ~ G )7 ().

Let N, be the normal bundle to G’(x) at . Then Z'(z) acts on N,. By [?,
Proposition 27.2], there is a G’-invariant open neighborhood of G’(z) in X which can
be identified as a G-space to a neighborhood of the zero section in N = G’ X z/(5) N.

Let NJ be the invariant part of N, under Z’(z). Then N extends to a vector
subbundle of the vector bundle N on G'/Z’(z), of the form G'/Z’'(z) x NJ.

If y € N, then Z'(y) C Z'(x) and Z'(y) = Z'(x) if and only if y € N.
In particular Z’(y) is conjugate to Z'(x) if and only if y € N, in which case
Z'(y) = Z'(x). It follows that near G’(x), the elements of X whose stabilizer is
conjugate to Z'(x) form a neighborhood of the zero section of N/,

Let uw € Z'(x), u # 1. We may and we will assume that u € T. Let (G'/Z’(x))*
be the fixed point set of u in G'/Z’'(x). Let codim(G'/Z'(x))*,G'/Z’'(x)) be the
codimension of (G'/Z'(x))"* in G'/Z'(z). Clearly

(5.108) codim(G'/Z'(x))*,G'/Z'(z)) < dim(g) — dim(3(u)) .
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Let N¥ be the vector subspace of N, fixed under u. Then NJ C N*. If N* is
the fixed point set of N under u, then N* is a vector bundle over (G’ /Z’(x))", with
fibre modelled on VY.

Let dim(NY¥) = dim(G’/Z'(x)) + dim N be the dimension of the total space of
N/. Similarly let dim(N") be the dimension of the total space of N,. By (5.108),
we get

(5.109) dim(N7¥) < dim(N*) + dim(g) — dim 3(u) .
Clearly
(5.110) dim X = 2¢gdim(g) + i dim(O;).
=1
Let X be the fixed point set of X under wu. ’;hen
(5.111) XY = Z(u)? x f[(oj N Z(u)),
=1
so that J
(5.112) dim(X") = 2gdim 3(u) + i dim(O; N Z(u)).
j=1

By (5.109), (5.112),

(5.113) dim(N7T) < (29 — 1) dim(u) + dimg+ Y _ dim(0; N Z(u)).
j=1

If g > 1, using (5.96), (5.110), (5.113),
(5.114) dim(N7¥) < dim(X) — 2.
Assume now that ¢ = 0, that s > 2, that G is simply connected and tq,t are
regular, or more generally that ¢1,ts are very regular. By Theorem 1.50,
(5.115) dim©Q; = dim(g)— dim(t),

dimO; NZ(u) = dimjz(u) —dimt.
So if g = 0, using (5.96), (5.110), (5.113), (5.115), we get

(5.116) dim(NY) < dimj(u)+ dimg— 2dim(t) + Y dim(O; N Z(u))
j=3
< dim(X) - 2.
From (5.114), (5.116), our Theorem follows. O

5.6. The tangent bundle to the moduli space and its symplectic form.
We make the same assumptions as in Sections 5.1-5.4.

If z € X, let G'(z) be the orbit of G’ at z, and let T,,G’(x) be the tangent space
to G'(x) at x. Recall that T, X C g%9"%, so that T,G'(z) C g29+=.

Proposition 5.22. Ifx € M,

(5.117) T,G (z) = O(CZO(E)) c C>\(E).

If ¢ is reqular at x € M, then M is a submanifold of X near x, and
(5.118) T.M = ker6|52,1(E)H5272(E).
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Proof. By Theorem 5.14, the first part of our Proposition is clear. If ¢ is regular
atrz e M,

(5.119) T, M = ker do(z).
Using Theorem 5.14 and (5.119), we get (5.118). O

Remark 5.23. Of course, if ¢ is regular at z, then T, G'(z) C T,,M. This fits with
(5.117), (5.118), because 92 = 0. By Proposition 5.10 and Theorem 5.12, T,,G’(x)
has dimension dim g.

Let 7 : M — M/G be the obvious projection. If ¢ is regular at x € M, Z'(x) is
a finite group.

Theorem 5.24. If ¢ is reqular at x € M, M is smooth near z, and M/G is an
orbifold near w(x). More precisely, near w(x) € M/G,

(5.120) TM/G =M xg H>(E).
Also near w(x),
(5.121) M/G ~ H\(S,E)/Z' (z).

Proof. These are classical facts from the theory of orbifolds (see [?, Proposition
27.7]. O

Now we assume temporarily that G is simply connected. We use the notation of
Section 4.

Definition 5.25. Put

. d )
(5.122) Aﬂdt(tla ceats) = {A €A, F= 0, _(E +A)S]1 € O*%thj}a 1<j<s.

Equivalently, A% (¢1,...  t,) is the set of flat connections A such that for 1 <
j < s, the holonomy w; of A along S]1 lies in the orbit O;.

Clearly ¥G acts on the right on A% (1, ... t,).
Definition 5.26. Let ¥,G be the group of smooth maps g : ¥ — G such that

gq = 1.

It is easy to see that $,G acts freely on A%t (¢;,...  ¢5) . Also there is an obvious
continuous map f : A8 (¢, ... t,) — M which, to A4, associates (u1,v1,...wy,... ,
ws ), the holonomies of A along the circles aq, b1, ... ,cldlcl_l, .. ,csdscs’l.

We equip Af8t(t1,...  t)/5,G with the quotient topology.
Proposition 5.27. The map f induces an identification of compact spaces
(5.123) At () /2,G M.

Proof. Clearly f descends to a one to one map A% (¢;,...  t)/3,G ~ M. This
map is continuous. By [17, Proposition 2.2.3], f is a pointwise identification. The
fact that the topologies coincide follow for instance from the techniques of [17,
Section 4.2], in a much simpler context. O

Assume now that (t1,... ,ts) verify (A). Then by Theorem 5.18, M is a smooth
manifold, possibly empty if g = 0. Using the techniques of [17, Section 4.2], we find
that A% (¢,,... ,t,) is a smooth manifold. Note that here, we use explicitly the fact
that for any = € M, H2(, E) = 0. By [17, Proposition 4.2.23], Af2t(¢;, .. .t,)/2G
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is a smooth manifold. Also M — M/G is a G-orbifold. By the above, G acts
locally freely on Afl2t(¢y, .. . ¢,).

Proposition 5.28. We have the identification of orbifolds,
(5.124) Aflat(t, 1) /5G ~ M/G.

Proof. By proceeding as in [17, Proposition 4.2.23], we find easily that the identifica-
tion f in Proposition 5.27 is an identification of smooth manifolds. Our Proposition
follows. |

We do no longer assume G to be simply connected.

Let (,) be a G-invariant bilinear symmetric form on g. Then FE is equipped
with the corresponding flat bilinear symmetric form. Recall that by Theorem 5.4,
HY(Z, E) is the image of H((2,0%), E) into HX(S, E).

Definition 5.29. If z € M, o, o’ € HX(S, E), put

(5.125) we(a,a’) = / —(a, ).
by
Then w, is an intersection form, so that it is non degenerate.

Theorem 5.30. The 2-form w is G-invariant. It descends to a symplectic 2-form
on the orbifold M/G.

Proof. Suppose first that G is simply connected. By Proposition 5.28, the space
Afat (¢, t,)/2G is an orbifold. Then the results of Section 4.1 and Theorem 4.24
show that Afat(t;,...t,)/SG is a symplectic reduction of the symplectic manifold
A. Since it is a symplectic reduction of the symplectic affine space A, it carries a
symplectic form. One verifies easily that w is just this form. Therefore w is closed.

If G is not simply connected, the homotopy types of G-bundles have been clas-
sified in Section 4.7. Let G be the universal cover of G. By introducing an extra
holonomy h € Z (é), we can then replace G by G. The fact that w is closed is now
a consequence of the corresponding result for G.

The proof of our Theorem is completed. O

Recall that G acts on the right and on the left on X. If x+ € M,a € T, then
z(a) € G. We define a right action of I" on X by the formula

(5.126) za=zx(a)r,r €M, ael
Thenifael',ge G,z € M,
(5.127) (z.9).a = (z.9)(a).(z.g9) = (z.a).g,

i.e. the actions of I' and G on M commute. R
Also T' x G acts on the right on X (of course, the factor G acts trivially on X).
Therefore I' x G acts on the right on M X $. Also T x G acts locally freely on M,
and I' acts freely on .
Let V be a complex vector space. Let p: G — Aut(V) be a representation of G.
Then p induces a representation I' x G — Aut(V). Put

(5.128) F=(MxZS)xpxa V.
Then F is an orbifold vector bundle on M /G xX. It is obtained via the identification
(5.129) (z,0,f) ~ (v.g,0.0,9 ‘2(a) " f),(z,0, ) E M xS xV ,(a,9) €T x G.
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For a given © € M, the restriction of F' to the fibre ¥ is exactly the flat vector
bundle considered in Section 5.2.

If 0 € X, then ¢*F is an orbifold vector bundle on M/G. If 0,0/ € %, if
t €[0,1] — o € X is a smooth path, with o9 = 0,01 = ¢’, parallel transport with
respect to the flat connection identifies c*F and o’*F'.

Over X, there are two distinguished points p and ¢q. Recall that G acts on g
by conjugation. When V = g, let E be the corresponding real vector bundle on
M/G x .

Definition 5.31. Let £ be the vector bundle on M/G,
(5.130) E=p'E.

Also G acts by conjugation on G and on the O;’s. Put

(5.131) G=MxgG,0; =M xg0;.

Then G — M/G is a G-bundle, and @j — M/G is a Oj-bundle. Also uq,...,v,
are sections of G and wi, ... ,ws are sections of (51, e ,(55.

Elements of G act naturally on £. As explained in Section 5.2, u; can be con-
sidered as the parallel transport operator along the closed curve a; ...

For 1 <j <s, let T, @J/(M/G) be the relative tangent bundle to the fibre @j
. As we saw in (5.48),

(5.132) T, O /M =Tm(1 —w;) C E.
As explained in Theorem 5.14, on M /G, we have the bundle of complexes
(5.133) 0— C¥(E) — C¥Y(E) — C¥%(E) — 0,
which, by (5.53), (5.132) can also be written as
(5.134) 0—&—E¥a (P, (0;/(M/G)) — & —0.
j=1

Theorem 5.32. On M/G, we have the identity
(5.135) TM/G=E" & ((PT.,0;/(M/G)) & E*in K(M/G).

j=1

Proof. By (5.120),

(5.136) TM/G = H' (3, E).
Also over M, by (5.63),
(5.137) Hi($,E)=0,j=0,2.
Hence, over M /G, by (5.134), (5.136), (5.137),
(5.138) H'\(S,E) = &% & (P T.,0,/(M/G) & £ in K(M/G).
j=1
From (5.137), (5.138), we get (5.135). O

Theorem 5.33. If the orbits O1,...,O are very reqular (resp. regular), then
(5.139) TM/G = EX9=D+s g R*Umin K(M/Q) (resp.in K(M/G) ©q Z.)
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Proof. Let t € T be very regular, let O be the orbit of ¢t in G. Then Z(t) =T. If
g€@q,

(5.140) Z(g.t)=g.T, 3(g9t) = g-t.
If w € O, we have the splitting

(5.141) g=1Im(1 —w) ®ker(l —w),
which corresponds to the splitting

(5.142) E=TyO® Noye.

By (5.140), the vector bundle 3(w) = ker(1 —w) is trivial on O. The action of G on
the orbit O lifts to an action on the vector bundle 3(w). From (5.141), (5.142), we
find that the normal bundle Ny /¢ is equivariantly trivial. From (5.135), (5.142),
we get (5.139).

If t € T is only regular, then 3(t) = t. Also O = G/Z(t). Then if w = g.t,
g € G g3(t) = 3(w) induces a G-invariant flat connection on 3(w) ~ Ne /4.
Consider the splitting of vector bundles
(5.143) £ =T, (0;/(M/G)) ® ker(1 — w;).
If the orbit O, is very regular, ker(l — w;) is a trivial vector bundle on M/G.
Therefore
(5.144) T, 0;/(M/G) = £ © RE™in K (M/G).

If the orbit O; is only regular, then one finds easily by the above that ker(1 —wy;) is
equipped over M /G with a flat connection. We thus get (5.139) in this case. The
proof of our Theorem is completed. [l

5.7. A metric on det(TM/G). If ) is a line, let A=! be the dual line. If E is a
vector space, set

(5.145) det(E) = A"™(E).
If £ = @;10 FE; is a Z graded vector space, set
(5.146) det(E) = X)(det £;)1".
i=0

Let G be a compact connected semisimple Lie group.
Definition 5.34. If x € M, let A\, be the real line
(5.147) Ar = (det H, (2, E))~1.

Let (,) be a G-invariant scalar product on g. Then F is equipped with a fibrewise
flat scalar product. By Theorem 5.4 and Remark 5.5,
(5.148) H?(S,E) ~ (H'(%,E))*, H'(S,E) ~ (H'(Z, E))*.

Observe that in (5.148), the identifications depend explicitly on (,). By (5.148),
for z € M,

(5.149) A ~R.
Now R carries a canonical metric || ||g such that ||1||gr = 1.

Definition 5.35. Let || ||, be the metric on A, such that the identification (5.149)
is an isometry.
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In the sequel, we assume that (¢1,...,ts) verify (A).

Proposition 5.36. If © € M, the metric || ||, defines a volume element on
A™XT, (M/Q), which is exactly the volume associated to the symplectic form w,.

Proof. If z € M, then HY(X, E) = 0, HX(Z, E) = 0, so that

(5.150) Ay = det H\(Z, E).
By (5.120),
(5.151) T,M/G = H\(Z,E).

Finally in (5.148), the identification H:(S, E) ~ (H!(X, E))* is done via the sym-
plectic form w,. Our Proposition follows. O

Now recall that H, (X, E) is the cohomology of the complex (CZ(E),d). Put

(5.152) Ao = (det(CZ(E)))~".
Then by [33], there is a canonical isomorphism
(5.153) Az 2 Ag.

Also, since E is equipped with a flat scalar product, XI is also naturally equipped
with a metric || |5 , which also depends on (,). Let || ||, be the corresponding
metric on A, via the canonical isomorphism (5.153). .

Definition 5.37. For 1 < j < s, put
(5.154) loo,| = [det(1 — wj)um(l,wjﬂl/g, w; € O;.
As the notation indicates, |0p,| is a constant on O;. We make the convention
that if Im(1 — w;) C g is reduced to 0,
(5.155) loo,| =1
Remark 5.38. Recall that the function ¢ : G — C was defined in (1.42). If O; is
regular, if w; € O,
(5.156) loo,| = |o(w;)].
The following result has been proved by Witten [59, Section 4], who exhibited

the role of the Reidemeister torsion [47] in this context.

Theorem 5.39. For any z € M,

S

(5.157) s, = TT loo 1l

j=1
Proof. By (5.31),

(5.158) det(C™(E)) ~ det(C™"(E)) @ (det(K))™",
which can also be written in the form,

(5.159) det(C*(E)) ~ det(C™"(E)) ® det(H*(d%, E)).
By (5.29),

(5.160) H°(0%,F) = EB ker(1 — w;).
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Let .|l det o (o3, ) be the metric on det H%(9%, E) induced by the scalar product
of E. By (5.31) , we find that under the isomorphism (5.159),

(5.161) [ et =y = Il laesc=r(myll lldet mo(ox, By
-1

H det(l — wj)“m(l_wj)

j=1

Also by (5.21), there is a canonical isomorphism

(5.162) det C*(E) ~ det C¥"(E) @ det C?%(E).

If || |laes c=(5) denote the obvious metric on det(C*(E)), by (5.21), (5.162), we get

(5.163) | et o=my = Il laeromoriml laetcomee -
Also, we have a canonical isomorphism

(5.164) det(C9%(E)) ~ det(H (0%, E)) .

By Poincaré duality,

(5.165) H'(0%,E) = (H°(0%, E))*,

so that by (5.164), (5.165),

(5.166) det(C9%(E)) ~ det(H°(0%, E))?.

By (5.25), (5.166),

-1
s

(5.167) I llaescom (&) = Il Ider ooz, | ] ] det( = w)) m(1-w,)

j=1
Using (5.159)-(5.166),we get

(5.168) (det C*(E))? ~ det C*(E) @ det C>7 (E).

Also under the isomorphism (5.168),

(5169) ” ||c21et6’2(E) = ” ”detCE(E)” ||detCEvT(E)
—1

T det = wj)tm(—uw,)
j=1
Now recall that by [33], there are canonical isomorphisms
(5.170) det(C*(E)) =~ det(H(%,E)),
det(C*"(E)) =~ det(H((Z,0%),E).

2

2

By Poincaré duality,

(5.171) det H(X, E) @ det H((X,0%),E) ~R.
So by (5.170), (5.171),

(5.172) det C¥(E) @ det C*"(E) ~ R.

Let || ||r be the trivial metric on R, such that ||1||g = 1. We claim that under
the Poincaré duality isomorphism (5.172),

(5.173) I llaetc= ey || Nlaet =gy = Il IR -
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In fact (5.173) is a simple consequence of the existence of the Reidemeister torsion
[47], or more precisely of the Reidemeister metric [13, Section 1] on det H (X, E)) and
det H((X,0%), E). In fact given any cell decomposition of the manifold with bound-
ary X, one can construct Reidemeister metrics on det H(X, E) and det H((X,0%), E)
by the procedure indicated in [13]. The basic fact is that these metrics do not de-
pend on the choice of the cell decomposition. By applying this argument to a cell
decomposition and the corresponding dual decomposition, one deduces immediately
that the Reidemeister metrics on det H (X, E)det and det H((X, 0%), E') correspond
by Poincaré duality. As a consequence, (5.173) follows.
From (5.169), (5.173), we get (5.157). The proof of our Theorem is completed.
O

From (5.156), (5.157), it follows that if Oq,... ,O; are regular, if = € B,
(5.174) s, = TT lo @@yl lIx. -
j=1

5.8. The Witten formula for the symplectic volume distribution. Let G
be a compact connected semisimple Lie group. Let ( , ) be a G-invariant scalar
product on g. Let dg be the Haar measure on G associated to { , ). We us otherwise
the same notation as in Section 5.7. In particular T C G is a maximal torus in G.
Let O4,...,04 be s adjoint orbits of G in G. Take w; € O;. Let Z(w;) be the
centralizer of w;. Then the map
(5.175) a€G/Z(wj)— a-w; €0;
is an identification of smooth manifolds.
The scalar product (, ) induces a volume form dvp, on O; C G.

Definition 5.40. Let dvx be the volume form on X = G?9 x H;Zl 0;,
29 s

(5.176) dvox (U1, 1, ..., Ug, Vg, W1, ... , Ws) = H du;dv; H dvo; (w;) .
i=1 j=1

Let dt be the Lebesgue measure on t induced by (, ).

Definition 5.41. If g € G, let Xo, C G*? x [[;_; O; x O, be the set M in (5.59)
associated to the orbits Oy,... ,0,, 0.

More precisely

(5.177) Xo, = {(ul,vl,... W, ... We,w) € G x HOj x Oy,
j=1
g

(5.178) H[ui,vi] H w;w = 1} .

i=1
Clearly, Xo, can be identified with {z € X, h(x) € Oy-1}. Set

(5.179) X,={z e X;h(x) =g '},
Now G acts naturally on Xo,_, and Z(g) acts on X,. Then one has the obvious
(5.180) Xo,/G~Xy/Z(g).

Clearly, if z € X, [, f(z - g)dg depends only on 7z € X/G.
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Let Gyreg (resp. Ghreg ) be the set of very regular (resp. regular) elements in
G. If g € Gyreg, let dty be the Haar measure on the maximal torus Z(g), which is
associated to (, ).

By Sard’s theorem, a.e. every g € GG is a regular value of ¢. For such a g € G,
Xo, is smooth, and G acts locally freely on Xo,. Also by Theorem 5.30, the
orbifold Xo,/G is equipped with a symplectic 2 form w,. Let dvxog/g be the
corresponding volume element on Xo, /G. Since Xo,/G = X,/Z(g), let dvx, /7y
be the associated volume on X,/Z(g). Observe here that dvx, g is unsensitive to
orientation. In particular the integral of a nonnegative function with respect to
deog /G is nonnegative.

In the sequel, we make the following assumptions:

e (G is simply connected, and one of the following assumptions is verified :

e g>2.
e g>1,s5>1 and at least one of the t;’s is regular.
e g =0, s>3, and at least 3 of the ¢;’s are regular.

or
e ( is connected, the t;’s are very regular , and either

e g>2.
e g>1,5>1.
e g=0,5s>3.

Now we will get an analogue of Theorem 3.10.

Theorem 5.42. Let f: X — R be a bounded measurable function. Then

_ Hj’:l |UO]‘|
(5.181) /X fyiexta) = =zt [ et /X @
/ f(z - g)dg,
G
_ Hj‘:l |Uoj| dg v z
/j\/j f(CC)dUX((E) - |Z(G)| o |O’(g)| /Xg/Z(g)d Xg/Z(g)( )
flz-t)dty.
Z(g)

Proof. By Theorem 5.21, we know that a.e., Z/(x) = 1. By Theorem 5.12, for a.e.
x € X,d¢(x) is surjective. Therefore the image ¢.dvx of dvx by ¢ is absolutely
continuous with respect to dg. Also on the set {z € X, ¢ isregular at z, Z'(z) = 1},
which has full measure and is stable by G, we can use the implicit function theorem,
and also integrate along the fibres of the action of G , which are diffeomorphic to
G.

Let p : Gyreg — Tyreg/W be the obvious projection. Since ¢.dvx is absolutely
continuous with respect to dg, ¢! (Gyreg) is an open set in X, whose complement
is dvy negligible. Then z € ¢ (Gureg) — pP(2) € Tyreg/W is a smooth map. Also
ifze ¢71(Gvreg)7 g €@,

(5.182) po(x - g) = pd(x).
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By (5.182), if z € ¢~ '(Gyreg), the obvious analogue of (D, ) in (5.53) is the

complex

(5.183) (C';v,a) . 0_>g_6 X 929@@1111(1710]') 200) t 0.
=1 :

By Proposition 5.10 and Theorem 5.12, if « € G is such that Z’(z) = 1, the coho-
mology of the complex (5.183) is concentrated in degree 1, and the first cohomology
group of (5.183) is isomorphic to Tr(4)Xpe(z)/T- In particular,

(5.184) (det Cp) ™" ~ det(Tr () Xpo(a) /T) -
Now the complex C; is equipped with a scalar product. Let || [|get(cr) be the

obvious metric on det(Cy), and let || |lget(r, x(,,/7) be the corresponding metric
on det(Tr(2) Xnp(z) 7). Then || ||det(TmX(x)/T) defines a smooth volume form on

(Xz(2)/T )reg, which will be denoted dvx,,. /- Then the formula of change of
variable asserts that

(5.185) /f )dvx (x dt/ dvx, 7(z /fx 9)d
| ( )l /W X:/T

If # € ¢~ (Tyreg), put t = [p(z)] ™! € Tireg. Then we have the double complex

(5.186)
0 0 0
29 @ Im(1 — w;
0 g g EP (1 —w;) o ¢ 0
0—>9—— 2@ PIm(l —w;) ©Im(1 —t) g 0
j=1
0 0 Im(l — t) - Im(l — t) — =0
o
0 0 0

Let z € ¥\0%, and let A be a small disk of center z. Put ¥;; = ¥\ A. In (5.186),
starting from below, the first row is trivial. The second row is just the complex
(6(2;1)(E), 0) we constructed in (5.31) (with s replaced by s+ 1). The third row is
the complex (C?, ). Also the columns are acyclic.
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Let us now explain why the diagram commutes. By (5.34), if z = (uq,v1,. .. ,ws),
9
(5.187)  O(fu,--., fag4st1) = Z([Uhm] i, v ) (1= wgvug ) faia
i=1

S

—i—ui(l — ’l}iui’l)z-_l)fgi) + Z[ul,vl] ... [ug,vg]wl .. .wj_1f2g+j +

j=1
g S

[Tl o] [T wifogrsta -

i=1 j=1
By construction,

g s
(5.188) [T v [Jws=t".
i=1 j=1

So in (5.187),
(5.189) O fagrst1) =t fagrsst

So from (5.189), we find the diagram (5.186) commutes.

Now the determinants of the columns of (5.186) are canonically trivial, and the
norm of the associated canonical sections is equal to 1. Also since the first row
is acyclic, the cohomology groups of the second and third rows are canonically
identified, using the obvious long exact sequence. Finally the first row is acyclic,
and the norm of the canonical section of the determinant of the first row is equal
to 1.

By an abvious extension of [11, Theorem 1.10], it follows that if z € ¢7(Tyyeg)
is regular, then the metric on det(H' (341, E)) (where H' (X4, E) is the first coho-

mology group of the complexes (C., 9) or (é(i *tl) (E),0)) induced by the complexes

(Ch,0) or (6a+t1)(E),8) are identical. Using now (5.156) and Theorem 5.39, , we
get

(5.190) dvx, /7 = [[ loo, llo(®)ldvx, /7
j=1

By (5.185), (5.190), we obtain the first equality in (5.181).

The scalar product ( , ) induces a scalar product on g/t = t+. Let dg be the
corresponding volume element on T/G. Tautologically if k : G — R is bounded
and measurable

(5.191) /Gk(g)dg/T\Gdg/Tk(tg)dt.

Also Weyl’s integration formula [15, Theorem IV.1.11] asserts that

(5.192) /Gk(g)dg%l;m/wwwﬁ(t)dt/cf(t.g)dg.
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Using the first identity in (5.181) and (5.191), (5.192), we obtain

o
(5.193) /f Ydvx () = [ ool o (t)dt
2G| Jrw
/ dux, j7(#) / dg / fla-tg)dt’
X./T G T
I1;_: loo,| dg
=== dv (x) fat)dt
2@ Jalo@)l Jx, )z Xa/%(9) Z(g)

The proof of our Theorem is completed. [l

Definition 5.43. If t € T, let |V (t)| be the absolute value of volume of X;/Z(t)
with respect to wy.

Then V(t) is a W-invariant function on 7', which extends to a central function
on G.
Now we prove a result which was already essentially proved by Liu [37, 38].

Theorem 5.44. Let f: G — R be a bounded measurable function. Then

5w4l/f aox(@) = L[ st gl oolv e,

1Z(G) Jryw
Vol(T) [T; 1|0’o | [ f@IV(g)l
flo™ (z))dvx (x) = I= / dg .
/ 1Z(G) o(9)]
Proof. Our formula follows from Theorem 5.42. |

Remark 5.45. In [37, 38], Liu uses an essentially similar argument in his proof of
the Witten formula [59, 60]. In fact let p:(g) be the convolution heat kernel on G.
Liu considers the quantity [, pi(¢~'(x))dvx, and following Witten [59], he studies
its limit as ¢t — 0. The arguments he uses to evaluate the limit i as being (up to
a normalization constant) the absolute value of the symplectic volume of M/G are
essentially the ones which are used in the proofs of Theorems 5.42 and 5.44.

Let A be the set of regular values of ¢~! in G. Then A is an open dense set,
such that ©A is negligible. Also on A, (b*dvx has a smooth density with respect to

dg. By Theorem 5.44, it follows that | o ((g))” is smooth on A N Gyyeg-

Assume temporarily that (¢1, ... ,ts) verify (4). By Theorem 5.18, 1 is a regular
value of ¢. By Theorem 5.20, Z’(x) =1ae. on M = X;. Using Theorem 5.44,
and proceeding as in the proof of Theorem 3.13, we get

1
B Tolg) ~ VoI(T)

(5.195)

Using (5.195) we find that

| . VOl [T oo,
(5.196) }gr(l) Xp,g(é (x))dvx = Z0)

which is a formula obtained by Liu [37, 38] by arguments essentially similar to the
ones we gave in our proof of Theorems 5.42 and 5.44.

V()

Let K be a positive Weyl chamber in t. Let A, = ANK be the set of nonnegative
weights. Then the irreducible representations of G are indexed by Ay. If A € A,
let x be the character of the corresponding representation of G.



SYMPLECTIC GEOMETRY AND THE VERLINDE FORMULAS 127

By Theorem 5.44, ||Z((gg))|‘ defines a L1 G-invariant function on G. Therefore, it de-
fines an invariant distribution on GG, which can be expanded as a linear combination
of the characters y of G.

Let w; € Oj. Then O; ~ G/Z(w;). Also Vol(Z(wj;)) does not depend on the
choice of w;. Finally x» takes the complex value x(t;) on the orbit O,.

Now we prove a result of Witten [59, 60].

Theorem 5.46. The following identity of G-invariant distributions holds on G,
Pl = 20 g

o () ITj=1 loo, | Vol(T') [T, Vol(Z(t;))

3 [T—1 xat)xa(g)

XA(1)2g+571

(5.197)

AeAt
Proof. By Theoremb.44, we get

1 i@ J, 2
|

Z(G)| 1
Vol(G)Vol(T) TT;_, |oo, /X Xa(0(z))dvx () .

To evaluate the integral in the right-hand side of (5.198), we follow Witten [59]. By
[15, Theorem I1.4.5], if a,b € G,

_ Vol(G)
o)

/ xx(ag)xn (g_lb)dg = Vol(G)dx,n
G

(5.199) /GXA(agbgfl)dg xa(a)xa(b),

X (ab)
(1)

Finally, if A : O; — R is a bounded measurable function, we have the easy formula

(5.200) /O “hlg)dvo, (9) = \/(J%(t])) /G h(gtig~")dg .

By (5.199), (5.200), we obtain

Vol(G)?9+* H;:1 loo, 2 Xa(t1) . oxa(ts) -

(5.201) /X 3 (@) dux (z) =

[15—1 Vol(Z(t;)) X
So by (5.198), (5.201), we get
6200 o [ o) Al
_ |Z(G)|V01(G)29+571 loo, | o) 1

Vol(T) 2% Vol(Z(t;)) N

Now (5.202) is exactly the A-Fourier coefficient of the invariant distribution %.

The proof of our Theorem is completed.

Clearly the distribution \‘Z((g))‘l in C°° at the regular values of the function ¢.

Now we will make a crude analysis of the Sobolev regularity of |V (g)].
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Proposition 5.47. If p < 2g — 1 — dim(t)/2, the invariant distribution in the
right-hand side of (5.197) lies in HP(G). If 2g — 2 — dim(t) > 0, this distribution
s continuous.

Proof. Let p be the half-sum of the positive roots. By Weyl’s dimension formula
[15, Theorem VI.1.7], if Ry is the set of positive roots,

(5.203) v =TI Atpa)

weR, P

By [15, Proposition V.4.12], if « € R4, (p,a) > 0. Therefore there is ¢ > 0 such
that if « € R4, A € Ay,

(5.204) (M p, ) > sup(e, (A, a)).

By (5.203), (5.204), we find that since the o € R form a basis of t*, there is C' > 0
such that

(5.205) xa(1) > ClA|l -
Also
(5.206) Ixal < xa(1).

Let Ag be the Casimir operator on G [45, Section 9.4]. By [45, Proposition
9.4.2],

1
(5.207) Acxn = (A +pl” = llol*)xe
Using (5.207), we get

[Ti= xa(t)xal9)

(5.208) INSLEDY S r—
S Ga(@)zer
_ ! (A + plI> — [lplI*)P7? ﬁm
op/2 ex, XA( 1)29+s—1

By (5.205), (5.206),

[+ 2ll> = 1l TT5 xa(t))] —(2g-1-
(5209) XA(1)2g+s—1 1 J SC(1+|/\|) (29—1 P)'
Also
d\
(5.210) /1(1 n |)\|)2(2g_1_p) < +00

ifand only if p <29 —1— d‘L()

Proposition. Also,

From (5.209), (5.210), we get the first part of our

dA
211 —_—
(210 f s <

if and only if 2g — 2 — dim(t) > 0. By (5.210), we obtain the second part of our
Proposition. O
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5.9. Logarithms. Let U be a nonempty open set in GG, stable by the adjoint action
of G. We assume that there is a well-defined logarithm log : U — g, i.e. a smooth
function U — g such that if g € U, ¢’ € G,

(5.212) g = exp(log(g))
log(g'g9'™") = g’ - log(g) -
In particular by (5.212), log(g) is Z(g)-invariant.

Example 5.48. If U is a small ad-invariant open neighborhood of a central element
in G, a logarithm is well-defined on U.

Example 5.49. Let O C G be a very regular orbit. Then O NT consists of |[W]|
distinct elements. Let t € ONT, and let h € t such that exp(h) =t. Then ¢t — h
extends into a well defined logarithm O — G.

Example 5.50. Suppose that G is simply connected. Let K be a Weyl Chamber
in t, let P be the alcove in K whose closure contains 0. Then by [15, Proposition
V.7.10]

(5.213) W\Treg = P
Also by [15, Proposition V.7.11], the map
(5.214) (9,1) € G/T x P+ gexp(t)g™" € Greg

is one to one. Let log : Gieg — g be the G-invariant function on Gieg such that if
te P,

(5.215) log(exp(t)) =t € P.

Then log : Greg — g is a logarithm.

We still assume that G is simply connected and simple. Let u € C/E*. Let
Z(u) C G be the centralizer of u. Let Z(u)vreg be the set of very regular elements
in Z(u). Clearly
(5.216) Z(1) N Greg C Z(t)vreg -

Also the function log maps Z(u) NGreg into 3(u), and gives a logarithm on Z(u)vreg-

Let By be the set of connections on the trivial G bundle over S, whose holonomy

w lies in U. Needless to say, in a given trivialization, any element of B, can be
written in the form

D d
(5217) Hﬁ = E +ar, a € Lgt .
Let 70 be the parallel transport operator along s € [0,], so that w = 7. Set
(5.218) wy = ()7t

Then w; is just w under translation of the origin in Sy by t.
Clearly log(w;) is well-defined, and

(5.219) log(w;) = 7 log(w)(r) ™"
Also
D
(5.220) Dy los(we) =0.
By (5.219),

(5.221) etlos(we) — 70ptlog(w) (-0)—1
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Put
D D

999 — —tlog(w:) = tlog(wy) )
(5.222) Dt © Dt°
By (5.220), (5.222),

D D

.22 — = —+1 .
(5.223) 0 = oo+ log(wy)
From (5.220), (5.223), we get

°D

(5.224) Ds log(w;) = 0.

The parallel transport operator % for % is given by
(5.225) o0 = e*tlog(wt)TtO ,
so that
(5.226) o) =1.

By (5.226), the parallel transport trivialization with respect to OD—Z is globally
defined on S, and in this trivialization,

D d
(5.227) D= T
5.10. A symplectic structure on an open set in X. In the sequel, we assume
that the assumptions before Theorem 5.42 are in force, and also that (t1,...,ts)
verify (A).

Let Uy,...,Us be ad-invariant open subsets of G on which a logarithm is well
defined. Then G acts on the right on G*9 x [5_, U;.

Recall that € G*9%° — ¢(z) € G was defined in (5.41). Let x € G*9 x [[_, U;
be such that ¢(x) = 1, and that G acts locally freely at x. Let U be an open
neighbhorhood of 1 in G, such that a logarithm is still well-defined on U.

Let V be an open neighbhorhood of x in G*9 x[[7_, U; such that h(V) C U. Then
we can find an open neighborhood A C G*9 x [[;_, U; of a, which is G-invariant,
such that h(A) C U, and on which G acts locally freely.

Let ¢y : G?975FtL — G be given as in (5.41), with s replaced by s + 1. Set

(5.228) A ={a' € G g (af) = 1}

Clearly * € G%9%5 s (x,¢ !(z)) € A’ is a one to one G-equivariant map. Let
A C A’ be the image of A by this map.

Let ¥4 be the Riemann surface ¥ with s + 1 small disks deleted. Equiv-
alently ¥, is obtained from ¥ by deleting an extra small disk. Let fbrl be
the universal cover of ¥;1. Put I't; = m1(X41). Then I'yq is generated by

UL, V1, .- 5 Ug, Vg, W1, - . ,Wst1, and the relation
g s+1
(5.229) [T, v [T ws =1.
i=1 j=1

Asin (5.126), we find that 't and G both act on the right on A, and these actions
commute. Also I'y; X G acts on the right on ¥ (and the action of G on X4 is
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trivial). Then I';1 x G acts on the right on Ax fbrl. Since I';1 acts freely on EH,

I'41 x G acts locally freely on A x fbrl.
Set

(5.230) C=(Ax341)/T4.

Then C is a fibre bundle over ¥, with fibre A. Also G acts locally freely on A and
this action descends to a locally free action on C. We can then form the orbifolds
A/G and C/G = A/G x ¥4;.

Let V be a complex vector space. Let p: G — Aut(V') be a representation of G.
We still denote by p the corresponding representation of I'11 x G in Aut(V).

Put

(5.231) F=AxS4 xr,xa V.
Then F is a vector bundle on Z/ G x Y41. Also,verifies easily that
(5.232) F=CxgV.
Moreover F' is obained by the identification in (5.129), i.e.
(5.233) (z,0,f) =~ (xg,0a,9  x(a™V)f), z€ A,
ceXy, feV,ge@, aecly,.
Recall that r1,... ,7rs41 are the origin in St,...,SL ;. For 1 <j <s+1, put
(5.234) % = Dﬂt + log(wj,¢) -

op,
Then % is a connection on the G-bundle P on S;, with holonomy 1.

For 1 <j <s+1,let V; be a connection on the G-bundle A Z/G Consider
the G-bundle A x §+1 _C. E/G X §3+1 . Along the fibres EH, we can equip this

G-bundle with the trivial connection. This connection is I'y invariant. Therefore it
descends to a G-connection on (A x §+1)/F+1 N Z/G x ¥4 along the fibres
3 4+1. This connection along ¥, is exactly the flat G-connection associated to the
given element of A.

Along S]l, 1 < j < s+1, we trivialize the G-bundle (Z X EAJH)/I‘H N Z/G X Y41

0. ~
with respect to %. Then over A/G x S}, 1 < j < s+ 1, the connection V;

induces a G-connection on (;1 X f]ﬂ)/l"ﬂ < . /~1/G X X1 along E/G Since
the A x S’; are disjoint, we can extend this connection to a G-connection on
(Ax $.1)/Th1 —2= A/G x 5, along A/G.

Ultimately the G-bundle (A x S,1)/T4; ——> A/G x ¥4, is equipped with
a G-connection V. Let F' be the curvature of this connection. Then F'is a G-
equivariant basic 2-form on (A x ¥41)/T41 with values in g.

Let E be the orbifold vector bundle on A/G x ¥; associated to the adjoint
representation G — Aut(g). Let VE be the induced connection on E. Then F

descends to a 2-form on E/G X Y41 with values in E. Set

(5.235) Ej=rE;1<j<s+1.
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Then FEj; is a vector bundle on /T/G Let VZi be the connection induced by V¥
(or V;) on E;. Observe that for 1 < j < s+ 1, log(w;) is a section of Ej.
Recall that C/G = A/G x ¥41. Then

(5.236) MT*C/G) = A(T*A/G)SA(T*S14).
If w e A(T*C), we can write w in the form
(5.237) w=3w®?  ED e AP(T*A/G)RAN(T*S4).

Let k be the embedding A/G x %4, — C/G. Let ©; be the curvature of V;.
Theorem 5.51. The following identities hold
(5.238) FO©2 = 0,
F'F = ©;— VP log(w;)dtonA/Gx S}, 1<j<s+1.

Proof. By construction the first identity holds in (5.238). Also on A/G x S*

OD 2
(5.239) k*F =k* (VE:' + dt(ﬁ - log(wj))) D) = @; — V5 log(w;)dt .
The proof of our Theorem is completed.

Let (, ) be a G-invariant bilinear symmetric form on g. Clearly F? € A*(T*C)®
g®g. Then (F?) € AY(T*0).

Let 7,7 be the projections A/G x 11 — A/G, A/G x 0%41 — A/G. Let p be
the projection A Z/G

For 1 < j < s+41, let 0; be the connection 1-form on the G-bundle A— E/G
associated to the connection V;. Then §; is a 1 form with values in g*.

Definition 5.52. Let « be the 2-form on Z,

s+1 s+1
G20 =y | [ S ontm). 01| 2 ot
j=1

Theorem 5.53. The 2-form « is G-invariant and closed. It does not depend on
the choices made in its construction.

Proof. By Chern-Weil theory, the form ) 2> is closed on A/G x ;1. Using Stokes
formula, we get

511 i [82] o [).
y (5.238), (5.241), we get
(5.242) dr [%ﬂ = - §<VEJ' log(w;), ©;) .

Also by Bianchi’s identity,
(5.243) dflog(w;), ©;)) = (V7 log(wy), 65)
By (5.242), (5.243), we find that the form « is closed.

Now we replace EH by EH x R. We still denote by 7 the prOJectlon A x
$.1 xR — A/G x R with fibre $,;. The G- bundle A — A/G is replaced
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by AxR — /T/G x R. We consider a smooth family of data, which are used
to construct the form ay. In particular the connections V; depends on £. We
extend these fibrewise connections: V; A— E/ G to a connection d¢ % +V; on
AxR — Z/G x R. We will denote with a ~ the analogue of the above objects
over A x EA]H x R. This way, we obtain a form & on A x R such that

(5.244) a=ar+dlA By,

where 3y is a 1-form on E/G By the above arguments, « is closed.
Now we will show that

(5.245) Be=0.
This will imply that

O
or
So we will have established our claim that ay does not depend on £.

(5.246) =0.

Recall that along the fibres EA]_H, the connection on the considered G-bundle does

not depend on ¢ € R, and is flat. It then follows easily that m, [@} does not

contain df. B
Also the connection form 6; does not contain d/, i.e. it is of the form

(5.247) 0;=10;,.
Then
~ 0
(5.248) @j = @jﬁz + (M@@jj .
Therefore
~ ~ 0
(5.249) (log(w;),0;) = (log(w;), O+ dlz5050),
d(log(w;),0;) = (dlog(w;),0; ) + (log(w;), 0} ),
0
+(log(w; ), df@%,é) :

From (5.142), we find the sum of the last terms in (5.240) does not contain d¢
either.
The proof of our Theorem is completed. O

Now we fix t; € T'NUy,...,ts € TNU,. For 1 < j <s,let O; C G be the orbit
Oft]‘.
Put

(5.250) X={rcAw;€0;,1<j<s}.

Then X C X is stable under G. Let m be one of the embeddings X - /~1, )?/G —
AJG.

For 1 <j<s,let (5j C g be the G-orbit of log(t;). Since there is a well-defined
logarithm on Uj;, O; and 5j are in one to one correspondance.

For 1 < j < s, let o be the canonical symplectic form on the orbit (5j. IfY € g,
let YOi be the corresponding vector field associated to the right action of G on 5j.
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Then if Y, Y’ € g, p € O;, as in (1.193),

(5.251) 0V, Y") = (. [V, Y]

Definition 5.54. Put

(5.252) o=m"a+ Z log(w;)*o; .
j=1

Clearly o is a G-invariant closed 2-form on X. We will calculate o.

For 1 < j < s, the G-bundle X — X/G can be reduced to the Z(t;)-bundle
{zeX swj =t} —{z € X Jwij =1t;}1/Z(t;). Let V; be a Z( ) connection on this
last bundle. This connection lifts to a G-connection on X — X /G. We will make
this choice of V; in our construction of . Then for 1 < j <'s,

(5.253) Viw; =0,
Vj log(wj) =0.
Theorem 5.55. The following identity holds

EDY 4 tog(wein). 0.1
—d(log(wst1), 0s41) -

Proof. The second identity in (5.253) can be written in the form

(5.255) dlog(w;) + [0;,log(w;)] = 0.

By (5.251), we get

(5.254) o=m"p" <7T*

(5.256) log(w;)*o; = (log(w;), [Hj,Hj]).
Also
(5.257) a0 = —5165,0,]+©;
From (5.255)-(5.257), we obtain for 1 < j < s,
(5.258) p*(log(w;), ©;) — d{log(w;), 0;) + log(w;)*o;
—(dlog(w;), 0;) + (logw;, [6;,0;]) =0
The proof of our Theorem is completed. O
Set
(5.259) M={zeX, we =1}.

Our notation in (5 259) is compatible with (5.59). By Propositions 5.10 and 5.11,
we know that M is a submanifold of X and that G acts locally freely on M. Let
M — X, M/G — X/G be the obvious embeddings.
By Theorem 5.30, M /G carries a symplectic form w. Recall that g is equipped
with the scalar product (,). We identify g and g* by this scalar product.

Theorem 5.56. If U is small enough, o is a symplectic form on X. Alsox =
(U1,V1,... ,Ug, Vg, W1, ... ,Wst1) € X — log(wsy1) € g is a moment map for the
action of G on X with respect to the 2-form o. The associated symplectic form on

the symplectic reduction M\/G coincides with Z*ﬂ*(@) and with w.
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Proof. By (5.254),
(5.260) Yo =1i"p"m, <<F2>) .

2
Let V#,VV be the components of V along E/G, Y41. Since V is flat along ¥4,
(5.261) F=vi2 L [vH VY]
From (5.261) we get

(F2)

(5.262) (L V.V

) =m (),
Moreover by (5.238), (5.253),

(5.263) kY = .

From (5.261)-(5.263), we get easily

(F?)

(5.264) (=) = paw.

From (5.260), (5.264), we obtain
(5.265) i*o = prw.

Now by Theorem 5.30, w is a symplectic form. Therefore by (5.254), (5.265), if U
is small enough, o is also a symplectic form.
If Y € g, let YX be the corresponding vector field on X. Then by (5.254),

(5266) ’l:yXO' = *’L-Yj(\d<10g(ws+1), 95+1>
= dly)? <1Og(ws+1)7 es+1>
= d(log(ws41),Y).
From (5.266), we find that € X — log(ws11) € g ~ g* is a moment map for the

action of G on X.
The proof of our Theorem is completed. [l

By Theorem 5.12, since G acts locally freely on X , the derivative of = € X
wy ! € G is surjective.
Take t € U close enough to 0. Put

(5.267) X, ={z e X, wey1 =t}.

Then Z(t) acts locally freely on X; . So X;/Z(t) can be equipped with the symplec-
tic form oy, the reduction of the symplectic form o. Also recall that by Theorem
5.30, M;/Z(t) is equipped with a symplectic form w.

Theorem 5.57. Fort e U,
(5268) O = Wt .
Proof. Clearly the G-bundle A — A/G reduces to X; — X;/Z(t). Let Vi

be a Z(t) connection on this last bundle. Then Vi lifts to a G-connection on
A — A/G. We will use V411 to calculate the restriction of o to X;. On X,

(5.269) VE1log(weyr) =0,
dlog(ws+1) + [0s+41,log(ws41)] = 0.
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Over log(ws41) = —log(t), we get
(5.270) [0s41,log(ws+1)] =0.
Then over log(wsy1) = —log(t), using (5.257), (5.269), (5.270),

1
(5.271)log(ws+1), Os41) = {log(wsr1), Ost1) = (log(wsr1), 50s+1, Os1])
= <10g(ws+1)7 ®S+1> :
From (5.254), (5.271), we find that over X,

(5.272) o= p*m, <<F—;>) .

Using (5.272) and proceeding as in the proof of Theorem 5.56, our Theorem follows.
O

Take j, 1 <57 <s. Put
(5.273) X;={z e Awy € 0j, 5 # jyw; € Uj,weyy = 1}
Let n; be the embedding )A(j — A.
Definition 5.58. Put

(5.274) Kj=njo+ Z log(w;)*o; .

J'=1,5'#5

We will choose the connection V,, 1 < j < 5,5 # j as in (5.253). Then by
proceeding as in the proof of Theorem 5.55, we get

(5.275) Kj = np (W* (U;Q)) + <10g(wj)79j>)

—d(log(w;),0;) .

Theorem 5.59. If U; is small enough, x; is a symplectic form on )A(j. Also x =

(U1, 015+ s Ug,y Vg, W1, ... ,Ws) € )A(j — log(w;) € g is a moment map for the action
of G on )A(j with respect to kj. Finally for t; € U;, the symplectic form on the
symplectic reduction {x € )A(j,wj = t;}/Z(t;) is the symplectic form defined in
Theorem 5.30.

Proof. The proof of our Theorem is the same as the proof of Theorems 5.56 and

5.57. n
Remark 5.60. Ifty,... s are restricted to be very regular, we may and will assume
(F?)

that 01, ... ,0s are T-connections. By Theorems 5.57 and 5.59, we find that 7, (*5+)
restricts to the symplectic form of Theorem 5.30. Also by (5.275), the cohomology
class of

(5.276) w Y (log(w;), 0;)

is locally constant, which is a consequence of the theory of the moment map for
torus actions obtained by Duistermaat-HeckmanDH.
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5.11. The integral of certain characteristic classes on the strata of M/G.
Let G be a compact connected and simply connected simple Lie group. We use the
notation of Section 1. In particular, {,) denotes the basic scalar product on g.

Let t1,... ,ts be regular elements in 7. Then t4,... ,ts are very regular.

We assume that s > 1, and that

o (t1,...,ts) verify (A).

o If g =0, then s > 3.

In particular

(5.277) 29—2+s>1

Let u € C/R". Recall that m, : Z(u) — Z(u) is the universal cover of Z(u),
with fibre 7 (Z(u)) ~ CR/CR, C Z(Z(u)). Also T, = t/CR, is a maximal torus
in Z(u).

Remember that T, is the set of regular elements in 7" with respect to G. Let
t € Treg. Then Z(t) =T, t is very regular in Z(u), and Oy, (t) ~ Z(u)/T.

Let £ € T, be a lift of ¢ in Z(u). Then i is still regular in Z(u). Since
Z(t) =T, the centralizer Z() of £ in Z(u) is just Z() = t/CRy. Then Oy, (f) ~
Z(u)/(t/CRy) ~ Z(u)/T. Equivalently the projection O%w) (t) = Oz(u)(t) is one

to one.

As before, we identify ¢1,... s with corresponding elements of G-alcoves in t
whose closure contains 0. This way, we get elements of T}, = t/CR,,, which lift
t1,...,ts unambiguously in Z(u). We still denote these elements by ¢1,... ,ts.

Clearly
(5.278) Z'(u) = Z'(u).

Set
(5.279) Xu = Zw)?* x [ Oz (t),
j=1
Xy = Zw® x[[O0zq,t)
j=1

Then Z(u) acts on X, and on X,. Moreover (CR/CR,)% acts freely on X,,.
Namely if f = (a1, B1,...a4,0y) € (CR/CR,)?, ifx = (11,01, . . . Tg, Vg, W1, . .. Ws) €
Xu,, put

(5280) fl' = (ﬂloq,f)lﬂl, e ,’ELgOég, ’Dgﬂg,’d}l, .. ’LZ}S)

The actions of Z(u) and of (CR/CR,)? commute. Also the map 7, : Z(u) —
Z(u) extends to a map X, — Xy. Clearly m, is Z(u)-equivariant. Also if f €
(CR/CR,)%,

(5.281) Tuf = Tu.
More precisely , is a (CR/CR,)? cover.

Definition 5.61. Let ¢, : X, — Z(u) and ¢, : X, — Z(u) be the analogues of ¢
defined in (5.41).
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Clearly
(5.282) uTry = Tudy.

Also ¢, and ¢, are Z(u)- equivariant .

Clearly (t1,... ,t,) verify (A) with respect to Z(u) or Z(u). Therefore by The-
orem 5.18, 1 is a regular value of ¢,,. Equivalently, by Theorem 5.18, 1 is a regular
value of ¢. By Theorem 5.12, G acts locally freely on M = ¢~(1), and so by
Theorem 5.12, 1 is a regular value of ¢,,.

Proposition 5.62. Any h € CR/CR, is a reqular value of bu.
Proof. Since 1 is a regular value of ¢,,, any h € m, (1) is a regular value of by. O

Recall that the Lie algebra 3(u) is equipped with the scalar product induced by
the scalar product (,) on g.

Let U be a G- invariant open neighborhood of 1 in G, such that a logarithm
log : U — g is defined, with

(5.283) log(1) = 0.
Put
(5.284) U, =UnNZ(), U, =, Y(U,).

Clearly log maps U, into 3(u). Then U, is an open neighborhood of CR/CR, in
Z (u), which only consists of regular values of bu.

In the sequel, we will view exp(log(qSu( )) as an element of Z(u). Observe that
if # € X, is such that & € ¢;(U,),

(5.285) Tu | (Z) exp (— log(¢umy (£)))| = 1.
Therefore
(5.286) u () exp (—log(¢umu)(#))) € CR/CR..

Finally note that if z € ¢, '(U), if Z is such that m,(Z) = x, then ¢,(Z) does not
depend on #. Therefore ¢, (%) exp (— log(¢,mu(%))) € CR/CR, does not depend

on 7.

Definition 5.63. If h € CR/CR,, let ¢;;*(U,)n C ¢;1(U) be given by
(5.287)

O (U = {z € ¢ (Uw), if 7 () = @, du () exp (— log(¢uma(E))) b = 1}.
Similarly, let ¢; (U, )n C ¢35 (Uy) be given by
(5.288) 62 (Ualn = {7 € 6,1 (Ua), $u(®) exp (— log(¢umu (7)) h = 1}.

Then we have the disjoint union

(5.289) ¢u ' (Uu) = ¢u (U,
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and for any h € CR/CRy,my ¢ ¢7 (Ud)n — o7 (U is a (@/ﬁu)%—cover.
Moreover Z(u) preserves ¢y *(Uy ) and ¢t (U, )n, and (ﬁ/@u)% acts freely on
‘b;l (Uu)n- ~ ~

If U is small enough, there is an open neignborhood V,, of 1 in Z(u) such that

Ty - (‘7u) — U, is one to one. Also if t € U, and t € ‘~/u is the lift of ¢, then m, is
one to one from Oz, (1) into Oz (t).

Definition 5.64. If h € CR/CRy,t € Uy, € V,, withm,(f) = t, put
(5290Wt(z(u)7 OZ(u) (tl)v s aOZ(u) (ts)a h) = {I € QS;l(Uu)ha d)u(x) = til}a
M(Z(u), Oé(u) (t1), .- aOZ(u)(ts)a h)=A{z € &Jl(Uu)ha ‘l;u(i") = E_lh_l}-

Then 7y, : My(Z(u), Oz(u) (t1),- vy Oz(u)(ts), h) — My(Z(u), Oz(u)(tl), e Oz(u) (ts)
,h) is a |OR/CR,|? cover. If Z,(t) is the centralizer of ¢ in Z(u), 7, is a Z,(t)
equivariant map.

By Theorem 5.12 and Proposition 5.62, Z,(t) acts locally freely on M,(Z(u), O%(u) (t1),

O3 (ts), h) and on My(Z(u), Oz (t1), - .-, Oz (ts), ).

Proposition 5.65. The map m, : Mt(Z(u),OZ(u) (t1), ... »O% ) (ts),h)/Z,(t) —
My(Z(u),Oz(u)(t1), -, Oz(uy(ts), )/ Zu(t) is a |CR/CRy|* cover on the regular
part of the orbifold M,(Z(u), Oz (t1); -+, Oz (ts), 1) [ Zu(t).

Proof. Let & € My(Z(u), O, (1), .. , O,y (t:).h), and let f € (CR/CR.)™ g €
Z,(t) be such that

(5.291) f.3 =g
Then by (5.281), (5.291),
(5.292) T (Z) = Ty (Z).g.

If = m, () is in the regular part of M;(Z(u), Oz (t1),..., Oz (ts),h), from

(5.292), we get

(5.293) g=1

So by (5.291), (5.293),

(5.294) f=1

The proof of our Proposition is completed. O

For t € Uy, let o} be the symplectic form on M(Z(u), Oz (t1);--- s Oz (ts)

v h)/Z,(t), and let 5} be the symplectic form on My (Z(u), O%(u) (t1)y-v s O%(u) (ts),h)/Zu(t).
Definition 5.66. For u € C/R ,t € U,, put

(5.295) Vil e’

3

t1,...ts,t,h) = /
Mi(Z(1),0zu) (£1),-- Oz (t2).h) /21, (1)

‘7u ( L

tlv tsatvh’)|/ -
Mt(Z(’U‘),OZ(u)(tl)q---702(u)(ts)1h)/za(t)
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Proposition 5.67. The following identity holds

(5.296) G =mioy.
Moreover
1 -
5.297 Vu t,...ts,t7h :fvu t ...ts,t,h.
Goor) Vil )= e Vel -t to1)
Proof. Equation (5.296) is trivial. Using (5.296), we get (5.297). O

Let K C t be a Weyl chamber for G which is fixed once and for all. Then if
uwe C/R’, K is included in a unique Weyl chamber K, for Z(u) or Z(u). Put

(5.298) CR.,, = OR.nK..
Then the irreducible representations of Z (u) are parametrized by ﬁ; L Ifae
@Jr, let Xf(u) be the representation of Z(u) with highest weight \. For t € T, =
t/CR,, put
(5.299) T2 () (T) = H (eiﬂ'(a,t) _ efivr(a,t>) .

OLGRu’+

Then [0, (t)| is well defined on t/R’, and so is well defined on T = t/CR.

Theorem 5.68. For any u € C/R ,h € CR/CR., the following identity of Z(u)-
invariant distributions in the variable t € U holds,

Val(ty, ... ts, h,t)

(5.300) 5 = Z(Z(u))|Vol(t/TR.,)|**~>
loz(u)(t + 1) Hj:l |02 ()]
~ 2g+s—1 s Z(u Z(u
Vol(Z(u) | 3 Ty x5 xSt + h)
T Z(u _ ’
Vol(T.,) AT, X/\( )(1)2g+s 1

Proof. Recall that ¢ € U is identified to the corresponding element in V, C Z(u).

Since t; € Z(u) is very regular, the centralizer of ¢; in Z(u) is equal to T,,. Then
by (5.156) and by Theorem 5.46, we get (5.300) . The proof of our Theorem is
completed. O

Remark 5.69. Note that CR N K, is exactly the set of nonnegative weights for
Z(u). Also since h € CR/CR,, lies in Z(Z(u)),

(5.301) Xf(U)(t th) = 62i7r()\,h>xf(u) (t).
From (5.300), (5.301), we get easily,
1 crven Val(ty, ... te, ot
(5.302) S - D _heCR/OR, | S|( 1 ) _
|CR/ORU| g |UZ(u) (t)” Hj:1 |Uz(u) (tj)|
Vol Z 2g+s—1
1Z(Z(w)) [Vol(t/TR, )2 [CR/TR, [~ | V)
Vol(T,)

s Z(u Z(u
S T XX ™ @)

Z(u) (1\2g+s—1
AeCR NK, X2 (1) e
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Clearly
(5.303) Z(Z(u)) = Z(Z(u))/(CR/CRy),
Vol(t/CR,) = Vol(T)|CR/CR.,|,
Vol(Z(u))  Vol(Z(u))
Vol(T,,) Vol(T)
From (5.302), (5.303), we get
1 armen Vults, .. te, ht
(5.304) S S EheCR/CRu s( 1 ) _
ICR/CRu* oz Ol TT;=1 lozw )]
ey | VOI(Z () [P
2g—2
|Z(Z(u))|Vol(t/CR) ~Nol(T)
> I3 ()3 1)
Z(u) s— ’
TR R, X (D)
Identity (5.304) fits with (5.197) and with (5.297).
Since t1,... ,ts are very regular in Z(u), there are Z(u)-invariant open neighbor-
hoods U}, ... ,U¥ of t1,... ,ts in Z(u) on which a logarithm is well defined. Since

Z(u) acts locally freely on My(Z(u), O% ) (t1),... ' O% () (ts),h), all the results of
Section 5.10 can be used in this situation.

In particular, by Theorem 5.56, there is a Z(u)-invariant open neighborhood
)A(uyh of MO(Z(u), OZ(u)(t1>a e ,Oé(u) (ts), h) in )~(u, equipped with a symplectic
form %, such that the O'N%L are the symplectic reductions of c“. So we may use the
results of Section 3 in this situation.

Let T' = t/R, be the obvious maximal torus in Z’(u) = Z(u)/Z(Z(u)). Now
we will use the notation in Section 3.6. As in Section 3.6, the choice of a Weyl
chamberK and of the corresponding Weyl chamber K, for Z(u) defines an orien-

tation on the My (Z(u), O%(u) (t1),... 0% (ts),h)/T., for t € TNU,.
Definition 5.70. Fort € TNU,, put

(5.305) H(uygys)(tl,...ts,t):/ B et
Mt(Z(u),OZ(u)(h),...,Oz(u)(ts),h)/T{L

Using Theorems 3.15, 5.56 and 5.59 , we know that H(uﬁg’s)(tl, ... ts, t) is locally
a polynomial in ¢1,... ,ts,t. Also recall that ]5u129+s,1(t), t € T, was defined in
Definition 2.39. By Theorem 2.37, ﬁu729+5_1(t) is a polynomial on Tvu\gu Finally
remember that in (2.33) , we set £, = |Ry +|-

Theorem 5.71. The following identity of local polynomials in (t1,... ,ts,t) holds
(5.306) Heugo)(ti, o stsyhyt) = (1) D4 Z(Z (w)))|
[Vol(t/CR)1*72 [ ] sen((=0) oz (t;)) e~ >0 M

j=1

Z H Ew’i ﬁu,2g+s—1(t +h+ Z w/jtj)-

(w't,...,w's)eWs j=1 j=1
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Proof. Clearly, if t € U, N Tyeg, then Z'(t) = T’, so that Z,(t) = T),. By (5.295),
(5.305),

(5.307) Hew gy (b1, st 8)] = Va1, tos b t) o0 Uy O Treg.
Also
(5.308) |0 20y (1)] = sg (=) 020 (8)) (—1) 0 2y (1)

Moreover, by (1.43), if h € CR/CR,,

(5.309) Oz (t + h) = 2Pt g0 (1),
By Theorem 1.41,

(5.310) eZimlpuh) — 41,

Moreover for ¢ close enough to 0, (—)“0z(,)(t) and m,(t/i) have the same sign.
Also by (3.129), (3.133),

Z(u) 1
(5.311) N M) et A

Vol(Z(u))/Vol(T,) i )

Finally by Theorem 3.15, for ¢ close enough to 0, H(, 4 (t) and m,(t/i) either
vanish together, or they are nonzero, and then they have the same sign. Using
(5.300), (5.310), (5.311) , we get the identity of distributions

(5.312)  Hiygo)(tr, .. ts, hyt) = (=1)6=D|Z(Z(w))||Vol(t/CR,)[* 2

[T sen((=0) oz (t;))emtemh
j=1

S IT_1 (0200 EXZ ™ (1)) 0 20y (£ 4+ W)X Z™ (& + )

2g+s—1 :
X\eCR, (Wu(pu + )‘)) !

By (1.94), Theorem 1.38, and by (5.312), we obtain

Heugs)(t1,. ..t ht) = (—1)5“(9_1)|Z(Z(u))|Vol(‘c/ﬁu)|29_2
(5.313) [T, sgn((—i) o0 (t)) e 2miont
3 3 o curs it expCim{wOto) At oy w'lt)
(Wu(pu"l‘)\))

AECR,, | (w'h,... w's w)eW
Now by (1.186),if w € W,
(5.314) Tu(Ww(py + ) = ewmu(pu + A).
Also by using in particular [15, Note V.4.14],

(5.315) {wlpu + N} vew. ={re CR,,my(\) # 0}.

+
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Using (2.158), ((5.313)-(5.315), we get the identity of distributions on U,,
Hugo)(tis- . o ts, hot) = (1)@= DH Z(Z(w))|[Vol(t/CR,) 292

[T sen((=) oz (t;))emtomh
j=1

(5.316) > [T ews Pucgraa(t+n+d w't)).

(w't,...w's)eWws j=1 j=1
Now by Theorems 2.37, 3.15, 5.56, 5.59, we know that both sides of (5.316) are
local polynomials of (¢1, ... ,ts,t). Therefore (5.316) extends to an identity of local
polynomials. The proof of our Theorem is completed. O

Put
(5.317)

M(Z(U‘)a OZ(u) (t1)7 SRR OZ(u) (ts)a h) = MO(Z(U)7 OZ(u)(tl)a ce- 7OZ(u) (t8)7 h)
Then M(Z(u),Ozw)(t1),...,0zw)(ts),h) C M, and Z(u) acts locally freely on
M(Z(u),Ozy(t1), ... ,Oz)(ts), h).

Let 0 be a Z(u) connection form on the Z(u)-bundle M (Z(u), Oz (t1),

s Oz (ts), h) — M(Z(u), Oz (t1), ... ,Ozw)(ts),h)/Z(u), and let © be its
curvature. Let 61,...,65 be connection forms taken as in Section 5.10, and such
that (5.253) holds, and let ©1,...,04 be their curvatures. Then ©1,...,0; take
their values in t.

Let @ be a Z(u)-invariant C*° function on 3(u), let @1, ... ,Qs be C* functions
on t. Recall that w is the canonical symplectic form on M /G which is associated
to the basic scalar product (,) on g.

Proposition 5.72. If p € R*, the following identity holds

(5.318) / Q(-©)IT5=, Q;(—©;)er =
M(Z(u),Oz(uy(t1), Oz () (ts),h)/Z(u)
1 plo—1) dim(w)+5 dim(3(u)/6)
[CR/CR.|% W]
9ot 1- d/ot;. 0/t
Q( P )HQJ( P )ﬂ-u( % )H(u,g,s)(tla--- atsah)t)‘

j=1
Proof. Clearly

(5.319) / Q(-0)e™ [[Qi(-0;) =
M(Z(1),0z ) (t1)s ;O zu) (ts):h) /Z(u) 1

p(dim M(Z(u), 0z (t1),-,0z () (ts),h) /[ Z(u)) /2

/ Q(-0/n) [T (-0, /p)e".
]\/I(Z(u)7oz(u)(t1)a-"aOZ(u)(ts)ah)/Z(u) 1

Also byTheorems 5.56 and Proposition 5.65,

a0) [ Q(-6/p)e* =
IV[(Z(U),Oz(u) (tl),... ,Oz(u)(ts),h)/z(u)

1

|CR/CR,|* /]M(Z(u),@z(u)(tl),...,Oz(u)(ts),h)/Z(u)Z(u)
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Finally our assumptions on the t;’s, Theorems 5.20 and 5.21 guarantee that Z,(z) =
1 a.e. on M(Z(u),(’)z(u) (t1),... aOZ(u)(tS)a h). We can then apply Theorem 3.21
to (5.320) and get (5.318). The proof of our Theorem is completed. O

5.12. An evaluation of certain Euler characteristics. Recall that x € R —
[] € [0,1] is the periodic function of period 1 such that for z € [0, 1], [z] = «.

Proposition 5.73. Let m € N. Put z = e’m . Then forteZ,

m—1 ke
z 1 12 1
321 = _ | ==
(5.321) 5 [ ] 5

m m

Proof. Take p €] — 1, +1[, and ¢ with 0 < £ < m. Then

m—1 +oom—1 “+o00 m—1
(5.322) Z pzk Z Z Pz k(n—0) _ an (Z SR(n—6) _ 1)
n=0 k=0

k=1 n=0 k=1
00 . 1
= Zp Ml (n—t) — 15
n=0 p
mp* 1

1—pm 1—p°
By making p — 1 in (5.322), we get

m=1  _jy
z -1

(5.323) e l,

k=1
which is equivalent to

m—1
1 1 12 1
324 — —— ===

(5:324) m I; 1- T2 {m] 2m

So we have established (5.321) for 0 < ¢ < m. Similarly if —m < ¢ < 0, using
(5.324), we obtain

m—1 m—1
1 1 ZR(m+6) 1 ¢ 1
5.325 — — =——|14+—|—-——
( ) mzll mk_ll—z*k 2 [ +m} 2m
1 l 1
2 m 2m
The proof of our Proposition is completed. O

Let X, be a Riemann surface of genus g. Here, we have fixed a complex structure
on X,. Let x1,...,z, be s distinct points in X,. Let D be the divisor

(5.326) D= u;.
=1

Let [D] be the corresponding holomorphic line bundle on ¥,. Let op be the canon-
ical section of [D]. Clearly

(5.327) /E c1([D]) = s.

g
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Let m € N such that m divides s. Let A be a holomorphic line bundle on ¥,
such that

(5.328) A" = [D].
Put
(5.329) Sh={teX, op=t"}.
Then p = EZ — Y4 is a branched covering of order m, with branching points
Z1,...,Ts. Also by Hurwitz’s formula, the genus g’ of Eg is given by
(5.330) g =mg+ %(m —1)(s—2).

IfteZ/mzte Zg, put

2iml

(5.331) 0t) = ¥t

Then (5.331) defines an action of Z/mZ over X! such that pl = p. Alsoif ¢ € Z/mZ,
l#0, then z1,... ,z4 € ZZ are the only fixed points of /.

Let ¥ be the Riemann surface with boundary, which is obtained from ¥, by
deleting s small disks centered at x1,... ,zs. Set

(5.332) »b=plx.

Then X? is also a Riemann surface with boundary, obtained from ZZ by deleting s
small disks Aq,...,A, centered at x1,...,x;.
Let G be a compact connected and simply connected simple Lie group.

Definition 5.74. We will say that g € G is of order m if ¢"* = 1. More generally
if O C G is an adjoint orbit, O will be said to be of order m if for one (or any)
element ge O, ¢" = 1.

In the sequel, we assume that Oy, ... Oy are of order m.

Let z € M. Then the trivial G-bundle P over ¥ is equipped with the corre-
sponding flat G-connection. Therefore the G-bundle p*P — X is equipped with
the corresponding flat connection. Moreover Z/mZ acts naturally on this G-bundle
and preserves the flat connection.

Observe that for 1 < j < s, the holonomy of the flat connection over the circle
p~'(S}) —which is a m cover of Sj— is wj* = 1, i.e. 7*P has trivial holonomy
around 7~ 1(S;). Therefore the flat connection on %* extends to a flat connection
on the trivial G-bundle p*P — Eg.

We claim the action of Z/mZ extends to the bundle p*P — Zg. To define the flat
bundle p* P near x;, we use the identification by parallel transport along the circle
S jl In fact recall that for 1 < j < s, w; is the holonomy of the flat connection along
,S’j1 considered as lying in 9%. The holonomy along S; considered as the boundary

of the disk A is w; . If £ € Z/mZ, t € %, f € P, then

(5.333) ot f) = (eriJ"t, f) .

However using the trivialization of parallel transport along p*S Jl, in this trivializa-
tion

2ind

(5.334) ot f) = (e GRRT. f) .
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In particular the action of £ on p* P, is given by f € P wff e P.
Let V be a complex vector space. Let p: G — Aut(V) be a representation of G.
Let F be the flat vector bundle on X

(5.335) F=PxgV.
Then by the above construction, p* F' extends to a flat vector bundle on Eg, on which
Z/mZ acts. In particular Z/mZ acts on H- (X%, p*F). Let [H(Zg,p*F)]Z/mZ be

the invariant part of H (X}, p*F) under the action of Z/mZ.
Let (, ) be a G-invariant bilinear symmetric form on V. Let (, >ﬁ1(2 ) and

(, )r1(sp p+r) be the coresponding intersection forms on HY(Z, F) and H! (35, p*F).
Proposition 5.75. The following identity holds

(5.336) H (S, F) = [H (2}, p* F))%/m2.
Under the identification (5.336), if o,/ € HY(S, F),

1
(5337) <a’a/>ﬁ1(E,F) = E<Q’QI>H1(E€,7P*F) .

Proof. Clearly, [HO(Eg,p*F)]Z/mZ consists of flat Z/mZ-invariant sections of p*F'
on EZ. In particular by for 1 < j <'s, w;f;, = fjz;- Therefore these sections
descend to flat sections of F on 3. Using (5.27) and (5.36), (5.336) holds in degree 0.
By Theorem 5.4, using Poincaré duality, (5.336) holds in degree 2.

Let a be a Z/mZ-invariant closed form in Q! (X%, p* F) representing [a] € [H' (38, p* F)|%/m%.
We may and will assume that o vanish near x1,...,xs;. Then a descends to
a smooth closed 1 form on 3, which vanishes on 0¥X. Also « is defined up to
the coboundary of a Z/mZ-invariant form in QO(EZ,p*F). Using Theorem 5.4,
we find there is a well-defined map [Hl(Zg,p*F)]Z/mZ — HY(%,F). Conservely,
if 8 is closed in Q'(X, F) and vanishes near 9%, then p*3 is a smooth Z/mZ-
invariant closed 1 form in Q(X%,p*F) . So we have defined a map HY(Z,F) -
[H (S, p*F))%/™Z_ 1t is now easy to verify these two maps are inverse to each
other. The identity (5.337) follows trivially.

The proof of our Theorem is completed. O

Let X(F) be the Euler characteristic of the complex (CF(F),d). Then

(5.338) R(F) (=1)" dim(H (S, F))

I
.
w Mm
o

. (=1)! dim(C™*(F)).
So by (5.32), (5.338),

(5.339) X(F) = (2-29)dim F — Y dim(1 — w;)(F)).
j=1
Let x%/™%(p*F) be the invariant Euler characteric of p*F on Eg, ie.

2
(5340) XZ/mZ(p*F) _ Z(fl)z dim[Hi(Eg,p*F)]Z/mZ )
=0
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By Proposition 5.75,
(5.341) X(F) = X2 (p*F).

We will prove (5.341) again using the Theorem of Riemann-Roch-Kawasaki [30,
31], stated in Theorem 6.8. We get

(5.342) X2/ (p*F) = % dim(F) / e(TSh) + i:TrF lmz wfl

Now using (5.330), we get

(5.343) /b e(TZZ) =2-2¢ =m(2—-2g) — (m—1)s.
by
Moreover
m—1 m—1
1 & 1 & 1
k=1 k=0

Now % 271"_1 wf is a projection on {f € F,w;f = f}. So by (5.344),

(5.345) %T&F [mz w;?] = dimker((w; — 1)) — di;an .
By (5.342)-(5.345),
(5.346) X2/™E(p*F) = (2 — 2g) dim F — Z dim((1 — w;)(F)),

which fits with (5.339), (5.341).

Now we assume that p : G — Aut(V) is a real representation of G. We will
now give another proof of (5.346). Let x%/™%(p* F') be the holomorphic invariant
Euler characteristic

(5.347) XEImE (p* ) Zdlm [HO (58, p F)] 2"
By Hodge theory,
(5.348) X2/ ME(p*F) = 22/ ME(p*F) .
Also by the Riemann-Roch-Kawasaki theorem [30, 31],
1 1
(5.349) X2 (pFF) = —{dim(F) / —e (TSh) +
m Eg 2
s m—1
Fp, k
Z Z 1—e 227rk/m PR Ty [wJ] :
j=1 k=1
By (5.343),
1 1 1 1
(5.350) — §cl(TEZ) =1-g—-(1——)s.

m Jswo 2 m
g
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The eigenvalues of wjy have absolute value 1. Since V is real, they are either &1,
or they come as complex conjugate pairs. By Proposition 5.73, we get

m—1

1 1 v 1 1
(5.351) E;mﬂr [wj]:—%dlmF—i— §dlmker(wj—1)‘p.

By (5.349)-(5.351), we obtain
. : IR
(5.352) XM ) = (1 g)dim F— 13" dim((1 ) (F).
1

which fits with (5.346).

5.13. Evaluation of ¢;(T'M/G). In the sequel, we assume that G is a connected
simply connected compact simple Lie group. Otherwise we use the notation in
Section 1. In particular { , ) denotes the basic scalar product on g defined in
Section 1.2.

As in Section 5.10, we construct a connection on the G-bundle

MTXE G M/G x 3 such that the assumptions after (5.252) hold. In particular,
for1 <j<s,
(5353) Vj,wj = 0,

Vj, log(wj) = 0.

Also since t; lies in an alcove P, it determines p; € CR N P by formula (1.35).
Over M/G, t;, p; descend to sections of E;. By (5.353), for 1 < j <,

(5.354) Vip; =0.

Let 0; be the connection form on associated to V, let ©; be its curvature. Then
6; can be considered as a t-connection, and ©; is a t-valued 2 form on M/G.

Recall that TM/G is a symplectic vector bundle. Let JTM/G be any almost
complex structure polarizing o, i.e. o is J'M/C invariant, and U,V € TM/G —
o(JTM/GU, V) is a scalar product. Such JTM/ exist and are homotopic. Therefore
c1(TM/G) is a well-defined element of H?(M/G, Q).

Recall that ¢ is the dual Coxeter number defined in Definition 1.7.

Theorem 5.76. The following identity hold,

(5.355) c1l(TM/G) = 2(cw + Y (ctj — p;j, ;).
j=1
Proof. First we assume that me N, that t1,... ,ts are of order m, and s|m. We

claim that the G-bundle (M x f})/F CEN M/G x ¥ lifts to a G-bundle Q CAN M/G x Eg

on which Z/mZ acts naturally. This consists only in doing the lifting constructions
of Section 5.12 fibrewise.

Recall that a complex structure has been fixed on ¥, and Eg, and that Z/mZ
acts holomorphically on EZ.

By (5.120), we have the identity

(5.356) TeM/G = H'(Z,E).



SYMPLECTIC GEOMETRY AND THE VERLINDE FORMULAS 149

Using Proposition 5.75 and (5.356), we get

(5.357) TaM/G = [H (3, p"E)] %" .
Now
(5.358) HY(2b p*E) 9r C = HMO(2b p E) @ HOD (2!, pE),
and the splitting (5.358) is Z/mZ invariant. By (5.356)-(5.359), we get
(5.359) H'(D,E)®r C = [HOO(x? p*E)}Z/mZ ® {H(O*l)(Eb B
, . o

Let J be the complex structure on H* (3%, p*E) which is i on H(l’o)(Zg,p*E), —i
on H(OV (Eg, p*E). We claim that J polarizes the symplectic form w on H! (3,FE) =
!/

TrM/G. In fact by if a,a’ € ﬁl(E,E) are represented by the forms 7,7 €

Q!(x%,p*E) which are closed and Z/mZ invariant, then by Proposition 5.75,
1

(5.360) wla,d')y=—— [ (n,7').
m ZZ

It is now trivial to verify that J polarizes w.
So by (5.356), (5.359),

Z/mZ
(5.361) 1 (TM/G) = ¢, ([H“ﬂ)(zg,p*E)} ) :
which is equivalent to

(5.362) A (TM/G) = —e; ([Hw’l)(zg, p*E)}Z/ mz) .

Let 0 be a Z/mZ invariant connection on the G bundle over @ CAN Zg xM/G .

Observe that ({z;} x M/G)1<j<s are exactly the fixed point of the action of Z/mZ
over Zg x M/G. Since the connection 6 is Z/mZ-invariant, and since, for 1 < j < s,
1 € Z/mZ acts on E,; like w;, we find that over M/G

(5.363) Vwj, =0.
By (5.63),
(5.364) HY(%,E) =0.
By (5.336), (5.364),
b % Z/mZ
(5.365) [HO(Zb, p*E)%/m2 = 0.

Now we will use an equivariant version of the curvature theorem of Bismut
and Freed [10]. Namely we equip TX! with a Z/mZ-invariant metric. Recall
that p*E is also equipped with a Z/mZ-invariant metric. Since Z/mZ is a finite
group, the construction sof [9, Definition 2.2] provide us with a like metric on the
line bundle det([H () (3}, p* E)]%/™%). By proceeding as in [10], we also obtain a
unitary connection on this line bundle. Incidently, observe that since all our data
are holomorphic, we could instead use the holomorphic constructions of [11] in an
equivariant context. The curvature of the connection on det([H () (Eg, p*E)|%/mZ)
is obtained by applying the techniques of [10] or [11]. An important technical point
is to prove an equivariant version of the local families index theorem of [8]. A large
part of the steps which are needed in extending the results of [8] is already done
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in [9]. By mixing the techniques used in Lefschetz fixed point theory and in the
prooof of the local families index theorem as in [8], [6], [9], one finds easily that the
curvature is given by a differential form version of the theorem of Riemann-Roch-
Kawasaki [30, 31].

Using (5.365) and the above considerations, we obtain

(5.366) o <[H(0’1)(EZ,E)} Z/mz) L ( / Td(T'Z)ch(p" B, V)

m
s m—1 o (2)
E k 5
+Z - 2mk/mTr [w exp( 21#)]) .
Jj=1 k=1
By (1.37) and by Theorems 5.55 and 5.56,
1 (2
(5.367) (— / Td(TE!)ch(p*E, VP*E)> = 2cw.
m Jsw

Recall that

(5.368) gOr C=t® <€B ga> .

acR

Let S; be the operator acting on g ®r C,

1 '— i
(5369 =0 Z ().
By Proposition 5.73, we find that
1 1
(5.370) Sp = 2-p
1 1
Silga 5‘[(%%)]—%, a€R.

By conjugation by an element G, we may and we will assume that w; =t;. Then

m—1 (2)
1 B k O; _ 9,

k=1

Also because w; = t;, ij’Q is a 2 form on M /G with values in t. From (5.370), we
get easily

(5.372) w52 = - % (-]} a0

a€R

> et 6;).

acR

Now by Proposition 1.20, and by (5.372), we get

E2

VE.
j— =2 i)
S] 2w ] < t p]’e >

(5.373) —Ty?
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From (5.362), (5.366), (5.367), (5.371)-(5.373), we get

(5.374) a(TM/G) =2(cw + Z(ctj -0, 0;)).
j=1
We claim now that in the special case when the orbits O4,... ,O,, are of order

m, (5.374) is exactly (5.355). In spite of the formal simultanities, the objects
introduced in both equation are not exactly of the same kind. However we leave to
the reader the verification that they indeed coincide .

Now we establish (5.355) in full generality. Clearly if (¢1,... ,ts) are regular and
verify (A), they can be approximated by a sequence of regular elements (¢7*, ... ,t7)
which verify (A) and are of order m. Let s,, > s be such that m|s,,. Then we
consider the above situation, with s replaced by s,,,. At x1,... ,zs, we assume that
the holonomies are wy,... ,ws and at xs41,...,s,,, they are 1. Needless to say,
since 1 is far from being regular, we do not impose any restriction on the connection
Vj,j > s+ 1. Since for j > s+ 1, Tr?[0;] = 0, it is clear that in the final formula,
the j > s+1 do not contribute, so that (5.374) still hold. Then by the above (5.355)
holds. A trivial limit procedure shows that (5.355) still holds in full generality. O

Remark 5.77. By Remark 5.66, we find that the cohomology class of w+3_7_, (log(w;), ©;)
is locally constant. Observe that in (5.355), (p;, ©;) is a closed form on M /G whose
cohomology class does not depend locally on t1,... ,ts. So Theorem 5.76 fits with
the above considerations.
Assume temporarily that some ¢; lie in Z(G) = R*/CR. By (5.372), we find that
such t; do not contribute to formula (5.355) for ¢1(T'M/G). In other words if the
t; are either regular or central, formula (5.355) still holds, where in the right-hand
side, the summation is limited to a sum over the regular orbits.
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6. THE RIEMANN-ROCH-KAWASAKI FORMULA ON THE MODULI SPACE OF FLAT
BUNDLES

The purpose of this Section is to give formula for the index of a Dirac operator on
the moduli space M /G of flat vector G bundles, by using the theorem of Riemann-
Roch-Kawasaki [30, 31]. To do this, we describe the strata of M /G and we express
the contribution of each stratum as a residue in several variables, using the results
of Sections 2 and 5. The results of this Section were already obtained by Szenes
[51] for G = SU(3) and Jeffrey-Kirwan [28] in the case G = SU(n),s = 1, with a
central holonomy at the marked point for which M/G is smooth.

This Section is organized as follows. In Section 6.1, we describe the strata of
a general orbifold, and we introduce various associated characteristic classes. In
Section 6.2, we state the theorem of Riemann-Roch-Kawasaki for almost complex
orbifolds. In Section 6.3, we construct the orbifold line bundle A? on the orbifold
M/G. In Section 6.4, we describe the strata of the moduli space M/G as moduli
spaces associated to semisimple centralizers in G. In Section 6.5, we compute the
Atiyah-Bott-Lefschetz-Todd class of a given stratum. In Section 6.6, we compute
the dimension of certain vector spaces which appear naturally in the evaluation of
the Atiyah-Bott-Lefschetz class.

Then we make a number of genericity assumptions on the ¢;’s. In Section 6.7,
we compute the contribution of a stratum to the Riemann-Roch-Kawasaki formula
in terms of differential operators acting on symplectic volumes. In Section 6.8, we
briefly show that under an obvious condition on the holonomies ¢;,1 < j < s, the
index of the considered Dirac operator vanishes identically. In Section 6.9, we give
a residue formula for the index. In Section 6.10, we give another related asymptotic
formula for |p| large.

Then we drop the genericity assumptions. In Section 6.11, we compute the
index of a Dirac operator on a perturbed moduli space, for which the genericity
assumptions hold. The point is that, as we shall see in Section 7, the index of
the Dirac operator for the perturbed moduli space is exactly given by the Verlinde
formula. Under genericity assumptions, this is only true asymptotically for the
given moduli space M/G.

6.1. Almost complex orbifolds. Let M be a smooth compact manifold. Let G
be a compact connected Lie group, and let g be its Lie algebra. We assume that G
acts on M on the left. If X € g, let XM € Vect(M) be the corresponding vector
field.

We assume that G acts locally freely on M, i.e. for any non zero X € g, XM is
a non vanishing vector field on M.

We will use here the notation of Section 3.1, with X replaced by M. Then M/G
is an orbifold.

Definition 6.1. If g € G, put

(6.1) MI={zxeM,gx=uz}.
Set
(6.2) H={geG;M+#¢}.

Then H is a finite union of conjugacy classes in G. Let (H) be the corresponding
finite set of conjugacy classes.
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If g € G, then Z(g) acts locally freely on M9. We can then apply the above
constructions to M9. Let Hy C Z(g) be the generic stabilizer of M?Y.

Observe that if ¢’ € G is conjugate to g, the above constructions correspond by
conjugation.

Take g € H. Let Nppo/py ~ TM/T M9 be the normal bundle to M9 in M. Then
we have the complex of Z(g) vector bundles over M9,

(6.3) 0 0 0

0——g"/3M(

9) — Nagoysr —— Nago i /(8M /5 (9)) —=0

0 gM ™ TM/gM ———0
0 —3(g) TM? ™ /M (9) ———0
0 0 0

and the rows and columns in (6.3) are acyclic.
Clearly if ¢ € G, ¢’ maps M9 into M9'99 ", Also ¢ acts on the complex (6.3).
Put

(6.4) N7 = Nagspr /(6™ /3 (9))-
Then the third column in (6.3) is the exact sequence of Z(g) vector bundles on M9,
(6.5) 0—-TM%/Z(g) = TM/G — N9 — 0.

Equivalently N9 is the “normal bundle” to TM9/Z(g) into M/G.

Clearly g acts on each of the vector bundles in (6.3). Then g acts like 1 on 3*(g),
TMY9 and TM9/Z(g). In particular , there are locally constants 6,0 < 6 < 7 on
M9 such that

(6.6) Nypoym @r C = @ (NIOVIQ/M@NJ\}g/M)@Nﬂ'

o<f<m
In (6.6), the 8’s are distinct, g acts on the left on szg/M, NI;[BQ/M by multiplication
by €?, e and on N™ by multiplication by —1. Therefore N9 @g C splits as

(6.7) N@rC= P (N o N9 ) o NI™.
0<o<m

Definition 6.2. The orbifold M/G will be said to be almost complex if TM/G =
TM/gM is equipped with a G-invariant almost complex structure J TM/G,

Since in (6.5), TM9/Z(g) is the +1 eigenspace of g on TM/G, we find that for
any g € G, M9/Z(g) is an almost complex orbifold. Therefore N9 is also equipped
with an almost complex structure.
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Now we denote with the superscript (1, 0) the +i eigenspace of the given complex
structure. In particular T M9/Z(g) is well defined, and N9 (19 splits as

63) NOAD — @y Ne(0,
oc]—n,7\{0}

In the sequel, we will assume that the orbifold M/G is almost complex.

6.2. The Theorem of Riemann-Roch-Kawasaki. Let VT(LO)MQ/Z(g), ceey

VA A ¥ Z(g) invariant horizontal connections on 710 M, /Z(g), N9:(1:0)-0,
Let E be a complex G-vector bundle on M, equipped with a G-invariant hor-

izontal connection VE. Let F¥ be the curvature of VZ. Then (E, V), is a

Z(g)-vector bundle equipped with a Z(g) invariant connection.

Definition 6.3. Let ch,(E, V) be the closed form on MY/Z(g)

(6.9) chy(E,VF) =Tr [g exp <2FE)] .

i
In (6.9), g denotes the left action of the given element of G on on E. Let chy(E)
be the cohomology class associated to the form chy(E, VF).

Definition 6.4. If B is a square matrix, put

(6.10) Td(B) = det <%)
Td(B) = det (ﬁ)
AB) = det (ﬁ%).

Observe that
(6.11) Td(B) = A(B)ezT5]
Definition 6.5. Put

| FThO M,/ z,
12 TATEOM, /7, VT Ma/Z)y —pq [
(612) (0O, /2,9 ) |
. . - FNg,u,U),e
TA(Ne@O wN ™y = T  Td <¢9— —— -
oc]—n,7\{0} i

Then the forms in (6.12) are closed on M, /Z(g). Let TA(TM0 M, /Z,), Td(N9(1:0))
be the corresponding cohomology classes.

Definition 6.6. Put
(6.13) L(g, E) = TA(TMO M,/ Z,) TA(N9 ) chy (E) .

Then / L(g, E) depends only on the conjugacy class of g in G.
M9 /Z(g)

Let hT(l'O)M, h¥ be G-invariant metrics on THD M E. Let VT(LO)M/G,VE be
G-invariant unitary horizontal connections on 79 M, E. Then AT*(LO)M/G(X)E is

naturally equipped with a G-invariant unitary horizontal connection VAT MO M/GOE,
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Recall that by [6, p 135] , AT*MOM/G ® E is a TM/G Clifford module. If
X € TM(G), let ¢(X) be the corresponding Clifford multiplication operator.

Let dv be the volume element on Mreg/G associated to hT(l’U)M/G.

Let K = K, &K _ be the vector space of G-invariant C'* sections of A(T*(*VM/G)®
E = (A(T*OVM/G) @ E) @ (A°Y(T*OVM/G) @ E). We equip H with the
Hermitian product

(6.14) 5,8 € H o (s5,8) = / (5,5 (e /)00 -
Mreg /G
Let ey, ..., e, be an orthonormal basis of TM/G.

Definition 6.7. Let D™ be the Dirac operator acting on K

(6.15) DM = 3 cfe)) AT O MIO0E,
1

Then DM is a formally left-adjoint operator which exchanges K, and K_. Let
Df be the restriction of D™ to K. Then we write D™ in matrix form as

m_ [0 DM
(6.16) DM = { by g
Then by [30, 31], D} is a Fredholm operator. Its index Ind(D%!) is given by
(6.17) Ind(DY) = dimker D} — dim ker DM .

If v € (H), let g, € v be any representative in G of the conjugacy class . Now
we state the theorem of Riemann-Roch-Kawasaki [30, 31].

Theorem 6.8. The following identity holds

1
(6.18) Ind(D}) = / ——L(g,, E).
'v;i) M9 /Z(g) |Hgv|

6.3. The line bundle M. From now on, we suppose that all the assumptions of
Section 5.10 are in force. Also we fix once and for all a positive Weyl chamber K
and the corresponding alcove P C K whose closure contains 0. Finally we may and
we will assume that

(6.19) tieP1<j<s.
Definition 6.9. Let M € Z be given by
(6.20) M= {peZpty,...,pts € CR }.

In the sequel we assume that M is not reduced to 0. Then there is po € N* such
that

(6.21) M = poZ.
Let p € M. Put
(6.22) 0; =pt;, 1 <j<s.
Recall that the set of connections A, (61, ... ,8,) was defined in Definition 4.36. Also
the Hermitian line bundle with unitary connection (\,, VA7) on A, (61, ... ,0,) was

defined in Definition 4.37. By Proposition 4.38, ¥G acts on the right on A, and
preserves V7. Finally A%t (¢;, ... t,) was defined in Definition 5.25.



156 JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

Clearly if p € M, if 04, ...05 are given by (6.22), then
(6.23) Afat () C Ap(Os, ..., 05).

Therefore the line bundle ), restricts to A2t (¢y,... ,t,). Also G acts on A2t (¢y,...  ¢5).
Finally by Proposition 5.27,

(6.24) At (e 1) /2,G ~ M.

Definition 6.10. Let A?, V" be the Hermitian line bundle with unitary connec-
tion over M of the X,G-invariant sections of A, on A%at(¢;, ... t,).

The notation for AP is justified by the fact that if p € M, p’ € Z, then
(6.25) AP = (\P)®P

It is then clear that the action of G on M lifts to AP. Recall that w is the
canonical symplectic form on M/G which was defined in Definition 5.29, which is
associated to the basic scalar product (,) on g.

Proposition 6.11. The following identity of closed 2-forms holds on M,
(6.26) (AP, V) = puw.

Proof. Let A € Aat(ty, ... t,). Let a,a’ be 2 closed forms in Q!(X, F), which are
exact on 9%, i.e.. there are 3,3 € Q°(9%, E) such that Qs = vAB, 0462 = VAp.
By (4.24),(4.78), (4.100), (4.189),

(WP, VN, o) =
(6.27) (AP, V), a') p/E

—(ona’) +p /a (B.V9).

If [a], [o/] are the classes of o, o in H(S, E), from (6.27), we get
(6.28) 1N, V) (a, o) = pw([a], [@]).
The proof of our Theorem is completed. O

Since w is a symplectic form, there is an almost complex structure J on TM/G
which polarizes w, i.e. w(JX,Y) is a Riemannian metric on TM/G. Also J is
unique up to homotopy. In the sequel, we will always equip TM/G with such a
complex structure.

Then we will apply the theorem of Riemann-Roch-Kawasaki [30, 31] the orbifold
M/G and the orbifold line bundle AP. Up to now, we have made G act on M or
on AP on the right. However to fit with the formalism of Sections 6.1 and 6.2 , we
will now make G act on the left by setting gr = xg 1.

6.4. The Theorem of Riemann-Roch-Kawasaki on the moduli space of
flat bundles. Recall that

(6.29) M={zeGx[[0O; h(z)=1}.
j=1
We will use the notation

(6.30) M= M(G,04,...,0,).

Let 7 be projection T =t/CR — T' = t/R".
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Theorem 6.12. The following identity holds
(6.31) (H)=W\C/CR.
Also if v e C/CR, if u=rv e C/R", M" = M*. Moreover

(632) M" = U M(Z(u)aoZ(u)(wltl)a . aOZ(u)(wSts))a
(W1 w0 €W, \ W)

and the union in (6.32) is disjoint. Finally, if v € C/CR,
(6.33) H,=Z(Z(v)).

Proof. Clearly, if u € G’, then ugu™' = g if and only if g € Z(u). It is then clear
that if u € G”,

(6.34) M"={z e Z(w)?* x [[(0;nZ(u)), hx) =1}.

j=1
Since G acts locally freely on M, if M* #, Z(u) is semisimple. By Theorem 1.38,
we get (6.31). If u € C/CR, using Theorem 1.50 and (6.34), we get (6.32). Finally
by Theorem 5.20, we obtain (6.33). The proof of our Theorem is completed. O

Remark 6.13. By Proposition 1.40, if G = SU(n), n > 2, if u € C, then u € R
From Theorem 6.12, it follows that G acts freely on M, so that M/G is a smooth
manifold.

Clearly Z(G) = R'/CR C T is fixed by W. Therefore if v € T, W, depends
only on u =7v € t/ﬁ*. We will then write W, instead of W,,.

We use the notation of Section 1. In particular 7, : Z(u) — Z(u) is the universal
cover of Z(u).

Let u € C/R", let t € T = t/CR be regular. Then Z(t) = T, and Ozu)(t) ~
Z(u)/T.

Let ¢ € t/CR, be a lift of ¢ in Z(u). Then ¢ is still regular in Z(u). Since
Z(t) = T, the centralizer Z(f) in Z(u) is just Z(f) = t/CR,. Then Oy (f) ~

Z(u)/(t/ﬁu) ~ Z(u)/T. Equivalently the projection O%w) (t) — Oz(u)(t) is one
to one. .
Take u € C/R, (wh,... ,w®) € W*. Recall that here ti,... ,ts are also con-

sidered as elements of t, so that w'ty,... ,w’t, € t. Ultimately, we may consider
w'ty, ..., w'ts as element of Z(u). Then by the above, Oz wy(W't1), ..., Oz, (Wts)
lift Oz () (wlty), ... ; Oz(u)(w’ts), and the projection m, identifies the correspond-
ing orbits.

Let z = (u1,v1,... ,Uqg, Vg, W1, ... ,ws) € M(Z(u), Oz(u)(wltl), o5 Oz (Wots)).
Let @y, v1,... ,Ug,Uqg € Z(u) be lifts of w1, v1,... ,ug,v4 € Z(u). Also wy,... ,ws €
Oz (wlty),..., Oz ) (w’ts) lift uniquely  to  wi,...,Ws €
Oz(u)(wlﬁl), ey Oz(u)(wsts).

g S
Proposition 6.14. The element H[ﬂi, Uy H w; € Z(u) does not depend on s, . .. ,7,.
i=1 j=1

It lies in 71(Z(u)) = CR/CR,.
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Proof. Since m1(Z(u)) C Z(Z(u)), the first part of the Proposition is trivial. Also,

(6.35) Huz,vl Hw] ZHU“% ij =1.
=1 =1

From (6.35), we get the second part of the Proposition. |
Using Proposition 6.14 , we can now define:

Definition 6.15. If w € C/CR, (w',... ,w®) € W* h € 7 (Z(u)) = CR/CR,
put

(636) M(Z(u)a OZ(u) (wltl)v s 7OZ(u) (wsts)v h) =
{1‘ - (ula sy Ug, Vg, Wy - - ,’LUS) € M(Z(U), OZ(u)(wltl)a s 7OZ(u)(wSts))a

T [, 5] Ty @ih =1}
Clearly, we have the disjoint union
(637) M(Z(u)a OZ(u) (wltl)a s 7OZ(u) (wsts)) =
Uneer/er, M(Z(w), Oz (whty), ..., Oz (wits), h).
Also since CR/CR, C Z(Z(u)), Z'(u) preserves cach M (Z(u), Oz (u)(w'ty),
; Oz(u) (W3ts), h).
By Definition 6.10, if p € M, there is a well-defined G-orbifold line bundle AP

on M/G. Let D, be the corresponding Dirac operator acting on smooth sections
of A(T*®VM/G) @ AP over M/G.

Theorem 6.16. For p € M, the following identity holds

(W 1
(6.38) Id(Dpy)= Y — L(u, \P).
’ W\ |Z(Z u
weC/CR (W1 | Z(Z(w)] S /7 (w)
Proof. By Theorems 6.8 and 6.12,
1
(6.39) d(Dpy) = > 2 L(u, \P)
wEW\C/TR M /4 (w)
from which (6.38) follows. The proof of our Theorem is completed. O

6.5. Evaluation of the Atiyah-Bott-Lefschetz Todd class on a stratum of
the moduli space. Now we take u € C/E*, x € M". Then u descends to a flat
section of the G bundle é, which acts naturally on the left on the vector bundle F
as a flat section of Aut(E). In particular, on M*, the vector bundle £ ®g C splits
as a direct sum of vector bundles

(6.40) EorC= P (o) ocm
0<o<m
n (6.40), for —m < 6 < 7, u acts on £ like e®.
For 0 < 0 < m, £% is a complex vector bundle on M“/Z’(u). Let H(eﬁzw —

e~ E ) (€% be the corresponding characteristic class. Also £™ is a real vector bun-

:::+7,7r

dle on M"/Z'(u). Moreover 2icosh(g) is an even function of x. Let H( Tz —
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xtim

e 2 )(5”) = J]2icosh(5)(E™) be the corresponding Pontryagin class of £7.

Needless to say, if £™ has a complex structure , then this class is exactly [] 2i cosh(%)(£™19)).

Theorem 6.17. For u € C/F*, the following identity of characteristic classes
holds on M*"/Z'(u),

(641) Td(T(l’O)Mu/Z/(U)) _ A\2g72+s(50)6%51(’]’(1,0)I\/[u/Z/(u)) ’
29—2+s
1

x+i6 —(z+1i6)
[ocpen I (55 — =5 ) ()

eécl(Nu(l'O))e% 2 oe]—m w1\ {0} edim(Nu(l’U)’g)(_l)Z —rcp<o im0 .

rfa(Nu(l,O)) _

Proof. Using Theorem 5.33 and (6.11), we get the first identity in (6.41). Clearly

o~ X . —1
(6.42) TAN"C0) = [TTye)p oy (FEH — b4 (Nu010)]

3N N L LS 01 g0y Odim(N )

Also, for — < 6 <0,
(6.43) Nw(1,0),0 _ Nu(0,1),-0

From (6.43), we get

(6.44) H (e%(z+i9) _ e—%(zﬂ*e)) (N(1.0).0)

o€]—m,m]\{0}

_ H (e%(eriG) _ e*%(zﬂﬂ)) (N©(1.0).0)
0<6<m

I (e—%(m-i-i@) _ e%(l+i9)) (Nu(0:1).6)

0<o<m

_ H (e%(m_,_ia) . e—%(z-ﬁ-ia)) (Nu,e) H(iez/Q + Z»e—z/2)(NU(1,O),7r)
0<0 <7

(*1)2 —rcoco dim(VHH0:0) .

Also one finds easily that over M“/Z(u), equality (5.139) of Theorem 5.33 can be
split according to the values of 6. So we find that for 0 < 6 < 7,
(6.45) i (e%mie) _ e—%(me)) (N9

— {1‘[ (e%(zﬂ'e) _ efé(eriG)) (59)} 2g9=2+s

Also 2i cosh(z/2) is an even function of x. Then
(6.46) [1(ie®/? +ie==/2)(N*(1.0):m) = T](2i cosh(x/2))(N™™)
- s xtimw zHim 29—2+s
= [[1(2i cosh(2)]*~** (w:H(e P )) T Em).

By (6.42)-(6.46), we get the second identity in (6.41). The proof of our Theorem is
completed. O
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6.6. The dimensions of the splitting of the normal bundle to the strata.
Let J be a G-invariant almost complex structure on T'M/G which polarizes the
symplectic form w. We know that J is unique up to homotopy.

Take u € C/R . Let 2 € M*. Then by (5.120),

(6.47) TM/G = H'(S,E).
Recall that u defines a flat section of the bundle G —Coy. Clearly
(6.48) 09rC= (W) =rC) & ( D ga)-
a€ER\R,
Let z € R — [z]) €] —1/2,41/2] be the function periodic of period 1, such that
(6.49) [2] = for z €] — 1/2,+1/2].

Clearly u acts on the left on 3(u) like the identity and on g, like €7@  For
—m < 0 <, put

(6.50) = P e

a€R\ Ry
Konu))/ =5

with the convention that if 6§ = 0, g = 3(u).
Then (6.48) can be written as

(6.51) gorC= P o
—nm<O<T

Also (6.51) is a Z(u)-invariant splitting. It induces a corresponding flat splitting of
the flat bundle E of the form

(6.52) E= P E.
—m<O< T
In (6.52), EY is just the analogue of E when replacing G by Z(u).
By (6.52), we get

(6.53) (S, EyerC= P H'(Z.E).

—nm<O<m

Also TM/G = HY(,E), and J acts on H* (X, E). Since J is G-invariant, .J
commutes with u. In particular J acts on each H'(X,E?). Let H10(X, E?),
HOD(%, E?) be the +i, —i eigenspaces of J, so that

(6.54) H'(2,E%) = HYO(x, E%) & HOV (%, EY).

Observe that since H Ly, EG) is equipped with the u-invariant symplectic form w,
then

(6.55) [HO(x, E%))* = HOY(S, EY), if 6 =0, T,
[HEO(®, B = HOV(S,E7%) , 6 €] — 7,7

Since J is unique up to homology, the dimensions of the vector spaces which appear
in (6.55) do not depend on J.
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Since Z(u) is semisimple, for —m < 6 <,

(6.56) > a=o0.

Therefore for any t € t,
(6.57) (o, t)) € Z.

Theorem 6.18. For —m < 0 < m, over M*,

(6.58) dim HOY($, E%) = (g — 1)dim g’ + Z > Henty)].

aER
o))/ =
Proof. First assume that m € N, that t1,... ,ts are of order m, and m|s. Then we
make the construction in Section 5.12. In particular w lifts to a Z/mZ-invariant
parallel section over Eg. Then we have the Z/mZ invariant splitting

(6.59) H'(,E)or C = HMO(2) E)e HOV(S), E).

By arguing as in the proof of Theorem 5.76, when taking the Z/mZ invariant part
of (6.59), we get a complex structure on H'(X, E) which polarizes o. It is then
feasible to take

(6.60) ﬁ(O,l)(g,EG) _ [H(O,l)(E,EG)]Z/mZ.
By construction,

(6.61) [H(,E%)] =0.

Therefore

(6.62) dim[HO (5, BO)#/m2 = PME(sh )

Using (5.321) and the theorem of Riemann-Roch-Kawasaki [30, 31] as in (5.349),
(5.350), and also (6.62), we get (6.58).
Let us now consider the general case. As in the proof of Theorem 5.76, we

approximate (t1,...,ts) by regular (¢*,...,¢7") which are of order m and such
that (A) holds. Recall that over X%, we still have a Z(u) bundle, so that we may

and we will assume that at z; (j > s+ 1), we have in fact a Z(u) connection. Since
Z(u) is semisimple, for j > s+ 1,

(6.63) ¥ [9,;] =0.

Again the extra points 541, ... , s, do not contribute to the computation, so that
(6.58) still holds. Since for 1 < j <'s, [(a,t]")] — [(a,t;)], we get (6.58) in full

generality.
The proof of our Theorem is completed. [l

Theorem 6.19. For 6 €] — 7, 7],

(6.64) dim H39(2, E%) = (g — 1) dim g° + Z S = [at)).

o))/ =
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Proof. By (6.55), for 6 €] — 7, 7],
(6.65) dim H%°(%, E?) = dim H>Y(%, E~%).

So by Theorem 6.18, we get

(6.66) dim H°(, E) = (g — 1) dim g~ +Z > laty)].

a€ER
Keu))/=52

Now for 6 €] — 7, 7|,
(6.67) dim g’ = dimg~?.

Also since for 1 < j <s, a € R, then (a,t;) ¢ Z,

(6.68) Yo latdl= Y eyl =

a€ER a€ER

(o ,u))/ =52 (e u))/ =2
Y (=[at))).
a€ER

[ou)) =

From (6.66), (6.68), we get (6.64) when 0 €] — 7, [
Also E7 is a real vector bundle. Then

(6.69) dim H0(x, E™) = dim H*V (2, E™).

By Theorem 6.18, we get

(6.70) dim HEO(2, E™) = (g — 1) dim g™ +Z S

a€ER
[<a w)]’=1

Observe that if o € R, then [(a,u)]’ = 3 if and only if [~(a,u)]’ = 3. Also when
changing « into —a, [(a, t;)] is changed into 1 — [{«, ¢;)]. So for § = 7, we find that
(6.70) is still equivalent to (6.64).

The proof of our Theorem is completed. O

[

Theorem 6.20. Foru e C/R", 0, 6 €] — m, 7]\{0},

(6.71) dim N*0¢ = (g — 1) dim g° +Z Yo A=ty

acER
[<a w))/ =

Proof. Recall that
(6.72) TM/G=H'(Z,E).

Also (6.72) is an identification of u-spaces. Then our Theorem is just another
formulation of Theorem 6.19. |
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6.7. The contribution of a stratum of the moduli space. Recall that by
Theorem 1.41,

(6.73) h € CR/CR,  exp(2im(py,h)) € Si

is a character with values in +1.

By Theorem 5.18 and by Proposition 5.62, for g > 1, M (Z(u), Oz (wlty),...,
Oz)(w?ts), h) is a non empty smooth manifold, and for g = 0, M(Z(u), Oz
(wlty),... ; Oz(u)(w’ts), h) is either non empty and smooth, or it is empty.

In the sequel, it will be understood that any geometric statement about the
empty set is empty.

Recall that by [32], [6, Lemma 7.22] and (1.193), the orbits O(w7t;) carry a nat-
ural complex structure, which polarizes the canonical symplectic form oo (yit;) on

O(w? tj?. Let N((olé?i)(wjtj)/O(wjtj) be the holomorphic normal bundle to Oz, (wt;)
in (’)(uﬂ tj).
As we saw after (5.305), Hy g,s(t1,. .. ,ts,t) is locally a polynomial of (¢1, ... ,ts,1).

Theorem 6.21. Foruc C/CR,pc M,p # —c, (w',... ,w®) € W*, h € % ,

/ L(U,Ap) _ (p+ C)(gfl) dim 3(u)+ 5 dim 3(u)/t
M(Z(u),0z )y (wrt1),... ,Oz () (wst*),h)/Z(u)

(g—1)

(1) (dim(g)—dim(3(u)) _s

eifr Za€R+ [(wja,u>]+2i7r<wjptj +ph,u)

Jj=1

(6.74)[ 11 2(@)?/3@)

Q€Ry, +

1
11 oo

29—2+s
acrm,,  2sinh ({0, 22) ¢ 2iw[<a7u>}>)]

T . . d/ot 1 ,
H e ((P=ct).0/04) 7 o/t ~ ) ——Hy g s(w'ty, ... ,wts, h,t).
271 |%|29 =

j=1

Also

— (0)
(6.75) {Td(Nu(LO))\M(Z(u),(?z(u)(wltl)q---7oz(u)(wsts))/z'(“)} =

g—1
[I pyETeIe ] [T !
a€R\Ru,+ \ dsin®(n{a,u)) 7=1 det(I-u™1) sa.0)
Oz (u) Wt/ O 1)) 5y

Proof. First we consider the case where g = 0, and M(Z(u), Oz (w't1),. .. ,
Oz (wts),h) = (. By definition, the left-hand side of (6.74) is 0. Also for
t € T close enough to 1, My(Z(u), Oz (wlty, ... ; Oz(u) (W?ts), h) is also empty.
By (5.305), it follows that H,, g s(t1,... ,ts,t) vanishes identically near ¢ = 1. Then
(6.74) is just the identity 0 = 0.

Now we assume that M (Z(u), Oz (w'ty), ... , Oz (wts), k) is non empty. If

w=(w,... w®) € W put

(6.76) g,h = M(Z(u), Oz(u) (wltl), ... ,Oz(u) (’wsts), h) .
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We use the notation of Section 4.7. If x € M 1, the corresponding flat connection
reduces the G-bundle P to a Z(u)-bundle we still denote by P. This Z(u)-bundle
lifts to a Z(u)-bundle Q. By Proposition 4.33, and by (6.36),

(6.77) [P] = el

By Theorem 4.39, the right action of u on \? over M , is given by e ~27P(j- w’tj+hyu),

The corresponding left action is then given by 2imP(E 5wty tha) By (6.41) , and
by the above result,we get
29—2+s

— A(£0 1
Surs 20 BN = Jogs 7 | AE0) Mo =@

0<O0<m

i 6dim (N (1,0),6
(6.78) 31 (THOM/ G+ pwes Zo1—m.m\ (0} 0im( )

(71)Ziﬂ<9<0 dim(N“(l'O)’B) H;:l e?iw(wjptj,u> e?iw(pu,h) .
Now we use Theorem 5.76, which gives us a formula for ¢, (TM/G). By Propo-
sition 5.72 and by (6.78),

(6.79) / L(u, \P) = 1 3 Xoe—m )\ (o) O dim(
w/Z(u) (Wl

Nu(1,0),0)

(C1)% oo OO o= aim s+ amG/o | T A (<a7 o/0t >)
a€ER, + p +e

2g—2+s
1 1 I

B (s (o3 o)) . o (10 255)

O<[(aw]< avu)=}

- —L_(p—ct;,0/0t;) 8/315 1 1 s - 2im{w ptj,u) _2im(ph,u)
Hep+c ’ ’ ﬂ-u(%) ? |2gHu,g,s(w t1, ... ,w ts,h,t)jl_lle Ye i
R =

Observe that if @« € R\R,, when changing « into —«, 2sinh (%((
2i77[(a,u)])) is unchanged. Therefore

1
(6.80) (g? 2 sinh (% (< ; ?){‘;9(/ )+ 2im[{«, Uﬂ)) a:[R[+

0<[(e,u)]< % [(a,u)]=%

1 1

2i cosh 3 ((a, ‘zfct)) 0€R4\Ra. s 28inh (% ((a, 2éf‘t> + 2im[{a, u)})) .

By Theorem 6.20,

(6.81) exp(i/2 > Odim(N“(H0)0)) —
oe]—m,m]\{0}
exp (2/2 Z 0(dim g°(g — 1) +Z Z (1—[<a,wjtj>])))).
oc])—m,m)

a€ER
1 o120 2
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Now the 6 €] — 7w, 7[\{0} come by opposite pairs. Therefore

(6.82) > 0dimg’ =wdimg",
oc]—=,7|\{0}

and so

(6.83) e520dimg? (g—1) _ (71)%(971) .

For 1 <j <s, put
(6.84) i =wlt;
Rjy =wR,;
Then R; 1 is the positive root system associated to t;-. For1<j<s,

256]71/2,1/2] SZ[mﬁﬁzs (1- [(a,t;>])
(6.85) =2 aerllaw)]' (1 = [{a, 15)])
=Y aen, . (W) (1 —(a,t))) + [~(a,u)]{a,1}))

—2acrllaw)] (o th) + 3 cp,  Kanu)]
Clearly,

(6.86) S Hovw)(onth) =Y s( Y. ath).

a€ER s a€R

(e,u))/=s

Now for a given s, the {a € R, [(o,u)]’ = s} are exactly the weights of the repre-
sentation of Z(u) on {f € g @r C,uf = e*™* f}. Since Z(u) is semisimple

(6.87) > a=o0.

a€ER
(a,u))/=s
From (6.81)-(6.87) , we get
(6.88)
3. . u(1,0),0\\ _ (_ M( —1) 2 . : ,
exp(; > fdim(N N=(-1)"= U Hexp(mZ[wa,um.
o]\ {0} j=1 0€Ry

Also by Theorem 6.20, using (6.87) , we get

(6.89) > cpeo dIMNUL0:0)
= (9= DX rcpeodimg’ + 375 13 aer (1 [(o1])])

—1/2<[{a,u))’ <0

=(9-DHa € R, —3 < [(e,uw)) <0}

350 (- Etpceco(E oen auth) + {a € B —} < [{a,uw)] <0,{a,t)) > 0}])
=(g-DHa € R, —3 <[{a,0)] <0}

+5 o e € R =5 < [{e,u)) <0, (a1}

) > 0}
=(g-DHaeR, —3 <[fa,0)] <0} + 3] {a€ Ry, —5 <

[(w o, u)] < 0} .
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So by (6.88),(6.89),

(6.90) exp(d Y 0 dim (N*“10:0))(—1)X —rcoco dim(N*" D0
oc]—=,7|\{0}
(—1)=D({a€RO0<[(@w)]' <§}+3 {aeR0<au)]'=5})

[T explim Y [(w'a,u))).

aER

Moreover

(6.91)

o€ B0 < o)) < 2} + gl € R, [o,u] = 5} = 3 (dim(g) — dims(u)).

N | =

From (6.79), (6.80), (6.90), (6.91) , we get (6.74).
Using (6.74) , or by proceeding directly, we get

(0) . . s ) ,
= (—1)(g—D(dimg—dim(u))/2 [1;_ exp(im Z [(w v, u)])

aER

{rfa(Nu(l’O))\]\/fgwh/Z’(u)}

1 29—2+s
(692) (Ha€R+\Ru,+ 25inh(iﬂ'[(o¢,u>])

Using the invariance of sinh(iw[(c, u)]) when a € R\R,, is changed into —«, from
(6.92), we get

g—1

o~ 0
(693) {Td(NU(LO)NM:Z,h/Z/(u)} = (Ha€R+\Ru,+ 4sin2(71r<a,u>))

s eim (e (wi) ")) .
Hj:1H €t Ismh(n (e, (wh) W)
agw. "Ry
J

g—1
— 1 S 1 —
=Ilocrr. . [4sin2<w<a,u>>} M= Heewnr =y =
u

=11 [ W HS 1
- a€R{\ Ry, + | 4sin?(w{a,u)) j=1 det(lfufl)‘N(Lo) )

OZ(u) (wjtj)/o(wjtj)‘wjtj

which is just (6.75). The proof of our Theorem is completed. O

Recall that

(6.94) ¢ = |R.|
Eu = |Ru,+|a
r = dimt.

Our assumptions on g, s guarantee that 2g — 2 + s > 1. Also by (2.100) and by
Theorem 2.45, the function Py, p+c,29—2+5(t) is a polynomial on T'\ S.
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Theorem 6.22. For u € C/CR, p € M,p # —c, then
fMu/z(u) L(u, \P) = Vol(T)29~2 |Z(Z(w)]| (p + ¢)lg~Ddim(3(w)+5dim(3(w) /1)

‘Wul
0(g—
(6.95) (D) [ Toep, |
2g—2+s
A 0 22 | T ’
( P+ ERY{\Ry, + 9sinh (% ((a,ap/fz>>+2i7r[<a,u>]))

a/0t

... wyews [j=1 |sen((=0) oz (wit;))e (P=etah 5550

+im ZaeR+ [<wj0‘a u)] + Qiﬂ(wjptj, u) Pu,2972+s,p+C(t)\t:Z§ wit;

Proof. By (6.32), (6.37),
(6.96) Syt 2wy L A7) =

wl, . ws s L(u, \P).
Z( ’”ﬁ’ecgfé‘g‘;\w) f]\/j(z(u)7oz(u)(w1tl)7~~~aOZ(u)(wsts)7h)/Z(u) (’ )

We use Theorem 6.21 to calculate the term in the right-hand side of (6.96) . Also

by (2.131) and by Theorem 5.71,

2im

|Z(Z(u) Vol / TR S ey

(6.97) Tu (6/‘”) Hugs(w'ts, ... ,w'ty, h,t) = (—1)fals=D+1

TT5 cwssen((—i) oz (wit))e 2Tl By oy o (¢4 b+ 305, w'iwity).

Clearly
Z(Z(u))
6.98 2(Z(u)) = 2228)
(6.99 (20) = G
and so
= CR
6.99 Z(Z = \|Z(Z —
(6.99) 2Ew)| = 12(2w) |
Moreover
— — | CR CR

6.100 Vol(t/CR,,) = Vol(t/CR)| ——| = Vol(T .
(6.100) ol(t/TRu) = Vol(/OR)| === | = Voll(T)| |
By (6.97)-(6.100) , we get
(6.101) Tu (‘92/?) Muss (g wdt, hyt) = (—1)fa(e- D+

feiii

CRu

Z(Z() VT . wrorenouy Iis 2w (<) 00 20 ()

exp(—2im(pu, h})%(t +h+ 30 wiwity).

CRq
Also by Theorem 1.41 , for h € CR/CR,,,
(6.102) exp(—2im(py, h)) = exp(2im(cu, h)) .
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Now observe that if w'/ € W,, by (1.45),

T7(u) (w’jwjtj)

(6.103) R

Therefore

(6.104) sgn (=)0 z(u) (Wt;)) ers = sgn (=) 0z (Wwit;)) .

Also

(6.105) £, + (dim(g) — dim(3(u))/2 = £.

From (2.166), (6.74), (6.96), (6.101)-(6.105), we get (6.95). The proof of our The-
orem is completed. O

Remark 6.23. Asshown in Section 2.11, the function exp(2im(qu, t)) Py, 2g—24s,p+c(t)
descends to a function which is well-defined on 7' = t/CR. Ultimately, this explains
why equation (6.95) is unambiguous.

‘
Recall that the function o(t) = H (eiﬁ(o“’t> - ef“r(o"w) is well-defined on T' =
i=1
2im(p,t)

o(t)

Proposition 6.24. For any u € C/R", for any s € treg, £E P, we W,

t/CR, and the function is well-defined on T’ = t/R .

1
(6.106) sen((—1)oz(u) (wz)) 1 -
g Z(u) QLL 2sinh(3 (o, s) + 2in[{a, u)]))
1 .
explin 3 [(wa,u)]) = e, — —s e
b aezIB:+ a!}% 2sinh(5(a, s + 2imTu))

Proof. As we just saw, both sides are unchanged when replacing u by u++, v € CR.
By [15, Proposition V.7.10], we may as well assume that for any o« € R,

(6.107) [{a,u)] < 1.

If & € R\R,, sinh(3((a, s) + 2im[{c,u)])) is unchanged when « is replaced by —a.
Therefore using (1.45), we get

(6108) HaER+ 2sinh(%((a,s)1+2i7r[(oc,u>])) = (71)|R+QW7 (=R )]

1 —
HaewR+ 2sinh(3 ((a,s)+2in[(a,u)])) —

(71)\R+ﬁw’1(7Ru,+)|+\{a€R+,71<(wa,u><0}|+\{a€R+,(wa,u)::t1}|

1 —
Ha€R+ 2sinh(3 (w1 (s+2imu)))

Ew(il)\R+ﬁw’1(*Ru,+)|+\{a€R+,71<<wa,u><0}|+\{a€R+,(wa,u)::t1}|

1
HOzER+ 2sinh(3 (a,s+2imu))

Moreover, for xz € P,

(6.109) sgn((—i) "oz (wr)) = (=) (Rl
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Also by (6.107),

(6.110) exp(im Z [(wa,u)]) =

aERy

exp(iw(w Z a7u>)(71)\{a€R+,71<<wa,u><0}|+\{a€R+,(wa,u)::t1}| _

aER
e2i7r(wp,u> (71) H{aeRy,—1<(wao,u) <0} |+|{a€R,(wa,u)y==%1}| )

From (6.108)-(6.110) , we get (6.106). The proof of our Proposition is completed.
O

Remark 6.25. It is clear that the right-hand side of (6.106) only depends on the
class of u in C/R".

Observe that the function

H <a, S>62i7r(wp,u)

(6.111) set— — eC
H 281nh(§<a, s + 2imu))

is a well-defined holomorphic function near s = 0.

Theorem 6.26. For any u € C/CR,p € M,p # —c, the following identity holds,

fMu/z(u) L(u, \P) = Vol(T)292 \Z‘(Z(u))l (p + ¢)lg=Ddim(s()+5dim(3(w)/9)
/ot 292t
I (o)
_1\l(g—1)+1 acRy 4
(6.112) (1) T 0/0
H 2sinh (§<a, +2i >)

i /0t
Z(wl,... ,2w)EWS H;:l Ewi eXp(<wj (IO - Ctj)v p/+c >

+2im (W (p + pt;), w) Pu2g—24s.p+e(t)1=5:_, wit; -
Proof. Clearly, since 2g — 2 is even,

(6.113) l [T A jiab)

a€ERy +

1
11 9/

a€ERL\Ry + 2 Slnh(% (<Oé, ]TZ> + 27:7T[<OL? U>]))]

0 G /ot -

+c
a€ERy + p

H QSlnh 1 8/3 +2mu>)

aERy
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Also, since t; € P, by Proposition 6.24 , we get

n /0t 1
HaERu,+ A(<a7 p+c >) Ha€R+\Ru,+ 9 sinh 1 a/at y
sin (§(<a, ptec C} + 2im[{a, u)]))
(6.114) sgn(( )euo'Z(u) (uﬂt )) 'WZQERJF[(U’ a,u)] _
0/0t
H (e, pér c>
Q€ Ry, + ein(wjp,u) )
H 2s1nh 1 8/3 +22 u))
a€ERy

By Theorem 6.22 and by (6.113),(6.114) , we get (6.112). The proof of our Theorem
is completed. [l

Remark 6.27. Suppose temporarily that ¢1,...,ts_1 verify assumption (A), and
that € > 0 is small enough so that if |ts| < €, (¢1,...,ts) still verify (A). Then
(6.112) can be written in the form

(6.115) / L(u, \P) =
M /7 (u)

VOI(T)2g72|Z(Z(u))| (p+ ) (9= Ddim(3(w)+ §dim(3() /1)

(W
8/(% 29—2+s
T 2%
( )e(g 1)+1 a€ERy +
1 a/a
I1 2sinh ( (e, Tu)
aERy ( )
5 ey diam 3
wew (wl,...,ws—1)eWs—1

(W (p=ct;), SE5E) 1 2im(w (p+pt ;) u)
HE 7)) pFe J Pu,2972+s,p+C( )|t Z] 1’LUJt .
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Using (1.94), (2.131), since pts = 0, € CR.,, we may rewrite (6.115) in the form

(6.116) / L(u, \P) =
M/ Z(u)

Z(Z . so1) s
Vol(T)29‘2%(p + C)(g—l)dlma(u)+( 2 dim(3(u)/t)

w2 ]

_1)fg—D+1 ach.  PTC Tiotatey T
(=1) 1 0/ o, (77057
H 2sinh (§<a, —— + 2iﬂ'u>)
acRy pte
s—1 i 8/t i
) T cuse® et §5 4 2im w10

(w17... 7ws—l)evvs—l j=1

Pu72g—2+s—1,p+c(t)\t:25*1 wity *

j=1

With respect to (6.112) , s has been replaced by s — 1, and we have the extra
a/0t
differential operator xp:, (e 2im(pFe) +“).

Let M’ be the manifold attached to G, Oy, ... ,Os_1. Let F be the vector bundle
over M’ /G associated to the representation of highest weight pt, C CR" of G. Then
if we still denote by L(u, A?) the corresponding class (6.13) over M'*/Z(u), in view
of (5.318), we can rewrite (6.115),(6.116) in the form

(6.117) / L(u, \P) = / L(u, AP)ch, (F).
M/ Z(u) M/ 7(u)

Also by Theorem 5.56, for |ts| small enough, the orbifold M/G fibres over M'/G
with fibre G/T. Let p be the projection M/G — M’/G. Then one verifies easily
that

(6.118) pxL(u, AP) = L(u, AP)ch, (E),
which makes (6.117) tautological.

Remark 6.28. If u € C/CR, w € W, one should have the equality

(6.119) / L(u, \P) = / L(wu, AP) .
Mv/Z(u) M /Z(wu)

We will briefly explain why the right-hand side of (6.112) is unchanged when re-
placing u by wu. Put

(6120) C = VOI(T)2g_2 |Z|(I§/(U|’))| (p + c)(g—l)dimg(u))-{-s/Q dim(3(u)/t) (_1)€(g—1)+1 )
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Then using (1.45), (2.167), (6.112), we get

29—2+s
Macn,, 52000
P) = aERy,+ ptec
f]\/jwu/z(wu) L(wu7 )\ ) - C . 1 a/0t .
HaER+ 2sinh §(wa,m+2zﬂwu>
° G\ 8/0t . j )
(Ew(71)|R+ﬁw(*Ru,+)‘) Z(wl e wS)EWS H;:l ij€<w (p (/tj)7_p_+c Y4+ +2im(w? (p+pt; ), wu)
29—2+s
11 {«,0/8t)
= QERy, 4  pte
e
HaER+ 2sinh (%<a1ﬁ+2iﬂ'u))
s . <wj(p_0tj)vw>++2iﬂ'(wj(p+ptj),u>
Z(w17, Jws)EW's Hj:1 Ewi€ ptc
(0420 Puzg—atspte®ii=x5wt, = Japu zqu L A7) -

So we find that (6.112) is compatible with (6.119).

6.8. The case where >>°_ pt; ¢ R. Recall that in Section 1.8, we saw that if
Z;Zl pt; € R, then for any (w!,... ,w*) € W*, then Y ] wipt; € R.

Theorem 6.29. If Y I pt; ¢ R, ifve C/R’, then

(6.122) / L(u, \P) = 0.
uegﬁ Mv/Z(u)

TUu=v

In particular, if p € M, p # —c,
(6.123) Ind(Dp,+) =0

Proof. To establish (6.122), we use Theorem 6.26. In fact, in the right hand-side
of formula (6.112), we observe that the various terms depend on the image v = Tu,
with the exception of [[}_, exp(2im(w/pt;, u)). Also

(6.124) Z exp (2i7r<i wjptj, v)) =0 if i wjptj ¢ R,
j=1

veR"JOR j=1

:|C§; iwajptjGE.
j=1
(6.125)

It is now clear that (6.122) holds. Equation (6.123) follows from Theorem 6.16 and
from (6.122). O

6.9. A residue formula for the index. In view of Theorem 6.29, we may and
we will assume that

(6.126) > ptjeR
j=1

We now use the notation of Section 2.
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Theorem 6.30. For any u € C’/E*, p € M,p # —c, the following identity holds

fM“/Z( ‘ ’ VOI 2g 2 \Z‘(Z(“)”( + C)(g 1)r( ) l(g—1)+r
29—2+s
1 , 1
———— Res, _
I=(i Z <O‘i1a s aair> =0 H 2sinh l< + 227TU>

s I
(6.127) St eyt ut - Cue XD (@J Lwi(p—cty), p+c>)

pj 1ai-7z1>

+2Z7T<Zj:1 ’LU‘7 (p + pt]) + (p + C)f, U>) exp (d Z;:l m

§<P§—1(ZZ:1 wktk—f'f)’ejﬂ) <1j! Lo el ’
H;:1 exp (d%)fl

I . el
(Pj_qeije )

Proof. Tf (w', ... ,w®) € W*,377_  wt; & S. Then we use Theorems 2.50 and 6.26
and we get (6.127). O

Theorem 6.31. If p € M, p # —c, then

R 2@, gy
6.128) Ind(D = |—| Vol(T)?9~2 + )= Dr(_)tg=D+r
(0128) (D, 4) = |2 | Vol(ry-* S 4 o) >
ueC/R
2g—2+s

1 1
S L red | ]
(Qiyy e ) acRr, 2sinh (%(a —+2z7ru>)

I=(i1,...,ir)€Ty
fECR/dAR
s ‘ ZCI
Z El - . Eqps €XP ((ij(p—ctj), )
) — p+c
(W, w) W j=1
§ i p 144 I>
+2im Y w! (p+ptj) + (p + 0, u)) exp (dz W%, % )
=1 j=1 <p_] 1al 56]>

1
; (1o, ) '
Hj:l exp (d_<pj1;1aijyej> ) —1

Ll (ke + 1.
k=1

Proof. Recall that Z(G) = R /CR. Using Theorems 6.16, (6.124) and 6.30, we get
(6.128). The proof of our Theorem is completed. O

Remark 6.32. As we saw in Proposition 1.40 and Remark 2.7, for n > 2 and G =
SU(n), then C/R" = 0, and we can choose d = 1. Then formula (6.128) has an
especially simple form.

6.10. A formula for the index for large p.
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Theorem 6.33. For p € M, and |p| large enough, the following identity holds

R Z(G
Ind(Dy 1) = ’ﬁ‘ Vol(T)Qg*QM(p + ¢)loDr(—1)tlg=D+r Z

4 ‘.
ue€C/R
29—2+s
1 1
Y mel, I
I=(i1,... ,ir)ETqy <ai1’ e ’air> a€R, 2 sinh (%(a, Z+C + 2i7T’LL>)
fECR/AR p
(6.129) Z El - - . Eqps €XP ((Z wi L ,al)
1 . — btc
(wh,...,ws)eW Jj=1
+2i7r<z w? (p+pt; + (p+o)f, u>)
j=1
S (piaa )l G whpt :
oup (43 W0 Ly St gy
PN e C e e
1

” (pf_ i ,xl) )
[T (exp (@Grarsy) - )

- wict; o .
Proof. Clearly, for p — +o0, Z — 0. Also by Proposition 2.14, since
[ bte
Z;:l ’Lthj gg, if f S R,
(6.130) Wi (Y wrte+1).e)) ¢ 2.
k=1

Therefore by (2.13) , for |p| large enough,

" (pj_qauy,2t) 1 °L whpty 4
6.131) d Ut SR ey +f), )] =
o130 A3l |av 1(; et 1))
" (pf i, 2t) |1 > : ° cwlt;
d = L (pl ( whty + f), )| — Loty
- <p§,104ij,63> d< 7j—1 ; ) > <Z p+C >

j
By (2.115), (6.131) , we find that for |p| large enough,

r <p{710‘in 7I1> s wFpty 1
exp (Zj_l W |:é<pg1‘—1(2k:1 prtk + f)7€]>}>

j—1

S U}jC i
(6.132) — exp (<f S p+? 7x1>)
" I<_ a7 .’L'I 1 s .
exp|d M —<p§_1(2wktk+f),e]> .
j — 2 > d k=1
From (6.128), (6.132) , we get (6.129). The proof of our Theorem is completed. O

Remark 6.34. The formulas in Theorems 6.31 and 6.33 are essentially identical. The
point is that, as we will see in Theorems 7.23 and 8.1, the right-hand side of (6.129)
is just Verlinde’s formula.
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6.11. A perturbation of the index problem. We still assume that s > 1 and
that if g = 0, then s > 3, so that 29 — 2 + s > 1. Note that these assumptions
are almost irrelevant, since by adding as many marked points as one wishes with
holonomy equal to 1, one can make s arbitrarily large.

Recall that, by Proposition 1.23, P embeds into 7. Also the orbit under the
Weyl group W of any element in 7" always intersects P.

Let t1,... ,ts be s elements in T. We may and we will assume that they all lie in
P. In the sequel we will consider ¢1,. .. ,ts as elements of t. We still define M C Z
as in (6.20), and we assume that M is not reduced to 0. For p € M, set

(6.133) 0, =pb;, 1<j<s.

Then §; € CR,1<j <s.
Let 6 = (d1,...,05) € t° and assume that ¢1 + 01,... ,ts + d5 lie in P and verify
(A). Put
(6.134) X0 =G <[] Oy,
j=1

and let M?° correspond to X° as in (5.59). Then M? is a smooth submanifold of
X9,

We will briefly show how to equip M? with an orbifold line bundle A\?. We use the
notation of Section 4.10. For 1 < j < s, consider the orbit O_,q/at4p(t;+6,) C L@
By (4.30),

(6.135) O_pdjdt+p(t;+s;) = LG/T.

Also as in Definition 4.3, LG/(T x S') ~ LG/T can be equipped with the line
bundle Hg, _, of weight (0;,p). Therefore O_,q/at4p(¢,+5,) can be equipped with
the corresponding line bundle L;. Recall that pt; = 6;. Then we define the line
bundle ), as in (4.189), and the line bundle A\? on M?° as in Definition 6.10.

We can then define a Dirac operator Dj(gtj ™95) in the same way as in Sections 6.3
and 6.4.
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Theorem 6.35. Forp e M,p # —c,

R
(6.136)  Ind(D9+ :’ﬁ‘VOI(T)w-z_(erC)(g—nr

1
W
(—)nr 3 3 1

<Oéi1, e ,Oéir>

uweC/CR 1=li1: - ir)€Tu
fER/AR

29—2+s
1

acR, 2sinh (%( a, —|—227Tu>)
> p—ct;
Z Ewl - - - Ews €XP ((;uﬂ (pTCJ —6]‘),:1;I>

+2i7r<z wh(p+pt;) + (p+o)f, U>)

I
Res,_g

I s
o (a3 LAt E@Jf—l (Zw’“(tk +6) +f> ,ej>]
k=1

]1p] 10417

1

j 1aij’x1> .
H( <IZ1O‘M€>)1>

Proof. The proof of our Theorem follows the same steps as the proof of Theorem
6.31, where the case § = 0 was considered. We briefly describe the main steps
where the proof of our more general result differs.

e Instead of (6.26) in Proposition 5.11, we have
(6.137) (W, V) =pw+ > (5;,0;))

This follows from an easy computation which is left to the reader.

e In formula (6.74) in Theorem 6.21, the main point is in fact that []}_, 2w ptytph-u)
is unchanged. The argument is in fact the same as in the proof of The-
orem 6.21. Also using (6.137) instead of Theorem 5.76, one finds that in

formula (6 74) in Theorem 6.21, J[j_, e {(P=cti):0/04) ghould be replaced
by H p+c 6]16/6t1>

By proceedlng otherwise as before, we get (6.136). The proof of our Theorem is
completed. O

Remark 6.36. Using (6.136) and proceeding as in the proof of Theorem 6.29, we
find that (6.123) is still true. So in the sequel, we may and we will assume that
(6.126) holds.

Now we will slightly modify the statement of Theorem 6.35. Recall that t4,... s
all lie in P. Therefore for p € M,p > 0, for 1 < j < s, pt;/(p+ c) still lies in P.
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Theorem 6.37. Forp e M,p >0, ifeq,...,,es € t are such that ;rchs . ﬁfCJr
€s € P, and that, for any (w',... w®) € W?, 2;21 w’ (ﬁj_jc + 6]-) ¢S, then

(zftjc+ i) R —1)r
Ind( Totei ): ‘ﬁ’\/ol( )2g 2| |IEV|)|(p_~_ )(g 1)
1

(—1)foD+r > T

w€C/R* 1=(1, - ir)€Tu
feR/AR

29—2+s
1

acR, 2sinh (%( a, p+c + 227Tu>)

S
j P I
E Ewl - - - Ews €X E wj( —5»),3@
w! v p(<j_1 p+c 7 )

(wl,...,ws)eWs

(6.138) Res!_,

+2i7r<z w (p+pt;))+(p+of, U>)

j=1
exp dzip] 1041J,x1‘> ll<pl_1 ( S wk< Pt +€k) +f> ,ej>]
= p] (g, ed) | d = p+c
1
ﬁ (exp<d<p§10<w$ >) B )
U o o

(6.139) 5= —
Then we get (6.138). O

Proposition 6.38. Forp € M,p > 0, there iseq,... &5 € t such that for £ €]0,1],
1<j<s, 24 . € T is regular, and for any (w',... w*) € W4, £ €]0,1],
> w? (;Tc + ésj) Z5.

Proof. Recall that S is a union of hypertori in 7. Therefore SN P is the intersection
of P C t with a union of hyperplanes in t. Our Proposition now follows easily. O

Let [x]4,[z]- be the functions defined on R with values in [0, 1], which are
periodic of period 1 and such that

(6.140) [z]4 =z forz € [0, 1],
[x]—- =z forz €]0,1].

Observe that by 2.14 , for £ €]0,1], f € R/dR, 1 < j <,

(6.141) pi_, < wh [ —— +€€k) + f) €j) € 4.
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From (6.141) , it follows that either

S, t. .
142 I j (2 N7
(6.142) o (v () 1) ez
or
S t. .
6.143 I j _p])+ ez
(6.143) Zp (=) 41 ) e

<p§—1 ij&_j aej> 7é 0
j=1

Definition 6.39. Given (w',... ,w®) € W*, for f € R/dR, I = (i1, ... ,i,), put

wt...w
(6.144) 7\ VI(f 1)

Il
+
oy
=
Sl
L
yauY
V)
g
ol
<0
3
+ ‘:*
o
S~
+
~
~
K
)
R
N

Observe that if f =" fle;
k=1

- pt - ~ . pt . -
6.145) L, (Z W (2 1)) = ol (Z oy f) ey

k=1 k=1

By (6.145), it is clear that 5 ") (f, T) depend only on f1,..., f,is, ... jij 1.
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Theorem 6.40. Given p € M,p > 0, the integer Ind D)) ”*“ ted)

on £ €]0,1]. More preczsely

does not depend

( L le;

(6.146) Ind D7 ):’%‘wﬂ( j2e-2 12N 4 -

W
(—1)fl=D+r Z Z . 1

UEC/R* I=(iy,...,ir)€Ly <Oé,“ e 7O[i7->

fECR/dR
29—2+s
I 1
Res,_q H 1 oy
a€R+ 2ginh (—(a, — + 2i7ru>)
2 p+c
~ P I
Z swl...swsexp(<2w3( ),z}
(wh,...,ws)eWs j=1 pte
+2in(3 " w (p+pty) + (p+ ) f,u))
1
> <pj71041]7$>
exp | d
( ]:Zl <p§ 1Oézj,€]>
1 ptk
[E<p§1 (Z k(m) +f> 7€j>] )
k=1 (ol (1.1
1
5 dip!_ e, x!
(o () 1)
(pjflaij’e )

Proof. Clearly, for ¢ €]0, 1],

(6.147) [ (ph_ 12 ( )+f,6j>]

depends continuously on £ G]O, 1], and moreover as £ — 0, it converges to

1 *L wit;
(6.148) i (D L+ [ e) :
d p+c (wl,... ws)
1 n; )

(p+c+€ i)

By (6.138) and the above, Ind D, depends continuously on ¢ €]0,1], and
so remains constant. This last fact should also be clear by the construction of
D(,I:i]c +2e5)

Usmg (6 138), (6.148) , we get (6.146). The proof of our Theorem is completed.
O

Remark 6.41. Observe that in our direct index theoretic computations, we have
avoided introducing central holonomies, because they are non generic. We dealt
with this case by a perturbation argument. However we may assume that one of
the t;, say ts, is equal to h, € Z(G), while the other holonomies are generic. By



180 JEAN-MICHEL BISMUT AND FRANCOIS LABOURIE

Proposition 1.24, we can identify A, to a unique element in P, which we still denote
ho, s0 that h, € PN R . When the moduli space M/G is an orbifold (which is
the case when condition (A) holds), all the computations we did in Sections 6.1-
6.9 can be done directly. By proceeding as in Remark 6.27, it is obvious that
in both cases, we compute the same index. This is less obvious at the level of
explicit computations. Using in particular equations (1.78) and (1.140), we find

that equation (6.112) is now replaced by
—21Z(Z(u
Sare 2wy LW AP) = €, Vol(T)20~2 LEE LI
(p + ¢) (9= Ddim((u)+EFH dim(s(w) /0

w22 7

"p+ec
(6.149) (—1)g=D+1 @€Ru, 4
[I 2sinb (1<a ojot 2iru) )
2 'ptec

aER

-1 i 9/0ot
Z(wl,...,w3*1)€W3*1 Hj’:l Ewi exp((uﬂ (p - Ctj)7 #)

+2im(w (p + pt;), u)) exp(2im((p + ¢)ho, u))
Pu729—2+s—1,p+c(t)\t:Zj;ll witj+he *

The fact that ultimately, the two explicit index formulas coincide will be verified
via the Verlinde formulas in Remark 8.4, by using in particular Theorem 1.33.
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7. RESIDUES AND THE VERLINDE FORMULA

In this Section, we apply residues techniques to the finite Verlinde sum, we
express it as a residue in several complex variables, and we prove that for p large
enough, the Riemann-Roch number of M /G is given by the Verlinde formula. With-
out any condition on p, the Verlinde formula is the Riemann-Roch number of some
perturbation of the moduli space of M/G.

As indicated in the introduction, higher cohomology groups on M/G may well
not vanish. This would account for the discrepancy between the index and the
Verlinde formula for small p.

This Section is organized as follows. In Section 7.1, we give a residue formula for
a Fourier series over R / qﬁ*, L,(t,z). In Section 7.2, we consider a related series
M,(t,z), which we also evaluate as a sum of residues, the sum being indexed by
the semisimple centralizers Z(u). In Section 7.3, we introduce the Verlinde sums
V.q(01,...,05). In Section 7.4, we express the Verlinde sums as residues.

Finally in Sections 7.5-7.7, we “localize” the Verlinde formulas to put them a
form which is very similar to the form we obtained in Section 6 for Ind(D, ) .
This is done using the techniques we already developed in Section 2.

7.1. A residue formula for L,(¢,z).
Definition 7.1. For ¢ € Z*, t € R/qR , x € (C\2i7Z)*, put

(7.1) Ly(t, o) = Z exp(2im(\ t/q))

¢ 2im (i N —z; |
AeR"/qR" [1i=1 24 tanh( W<Q2q> - )

If t € R/qR, then t/q € (E/q)/ﬁ C t/R. Recall that the subset H of t/R was
defined in (2.44), (2.45). Then by (2.45),

(7.2) {te R/qR,t/qe H} = {t €R/qRt= Y.  ta;int/qR,
jegFc{1,...,r}

and the {a;,j € J} do not span t* ~ t} .
As in Section 2.4 , we identify R/dR to {0,1,...,d —1}", i.e. f € R/dR is
identified to Zfiei, fie{o,...,d—1}.
1

By (2.14), if I = (i1,...,i,) is generic, if € Z*, then d{e;,z!) € Z,
j < r, and so for 1 < i < ¢, d{a;,x') € Z.Therefore the function 2 € C
I
tanh (%) is periodic of period (2imqd, ... ,2imqd).
Similarly if ¢ € R, we claim that the function

r I i I .
) secmen (0 PR ol )
j—1%i;,

1
¢

<
—

j=1

is periodic of period (2imqd, ... ,2imqd). In fact by (2.13), (2.28), (2.29), if = €
(2irZ)",

g (pl'flai'ax1> 1 ej t
7.4 exp |dy /=" |\ Z(pl t,— exp( —af > .
(7.4) DBS rrone (G011t 5] C.a)
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Also, as we just saw, if t € R, z € Z*, d{t,2') € Z. From (7.4), it follows that if
x € (2imqdZ)’,t € R, (4.4) is equal to 1, which proves the periodicity of (7.3).

Ifg=(g91,...,9,) € Z", if I = (iy,...,4,) C {1,...,£}, let gy C C* be such
that

(75> (gf)ij = Gy, 1 < .7 < r,

Theorem 7.2. For generic values of x € (_C;\QZ'WZ)Z, fort € R/qR, t/q & H, if
we still denote by t a representative of t in R, then

(7.6)  Ly(t,x) = (=17 > sgn ((ag,, ... ;)

dr
I=(i1,... yir)C{1,... ,£},]I generic
fER/dR,g€(Z/dZ)"

lexp( i p] 120 [;<p§1(t+Qf)a%j>}>

j:l p] 1al ,6-7
1 - 1
(x + 2imqgr) .
[1,c; 2q tanh (%) ]1_11 exp (Ao
(pf_jaij,ef)

Proof. Take 1 < j < r, I = (i1,...,%j-1) C {L,...,¢} such that (a;,) # O,
(@iy,...,a4,_,) # 0. We use otherwise the notation and the conventions in the
proof of Theorem 2.19, in particular in equation (2.63).

T

For k = (kjt1,... k) C Z"7, we identify ¥ to Z kle; € R'. Fora € C,
_ i=j+1
z e ClteR, put

(7.7) Si(a,z) =

el -1 (pl_jeu, 2t r1 e"
> {GXP <a<p§_1t, E> tdYy b@fl—ﬂf, ?ﬂ

{Pr—1@i, €™

0<gp<d n=1
1<p<j-—1
! (o + 2imq( 1)
(p§71ai,aej+2i7rgfzf) v AgLs - -+ 9j=1)1 ) -
[I;cer 2q tanh ( 57 )
We claim that as a function of z € C¥, each of the expressions { }, with

(g91,---,9i—1) = 0, is periodic of period 2imqd, ... ,2irgd. In fact by (2.63), if
x € Z°,

(7.8) d(pf?l,ai,xl) €Z.
Also by (2.28), (2.63), for 1<n<j—1,2¢€Z*

d(p, 0, x')

7.9
(79 AN

€z,
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so that if x € Z*, using (2.12),

I i I 1 n
(7.10) exp <2iﬂ'dz M b(pfl_lt, %ﬁ)

Also by (2.14), (2.63),if t € R, z € Z*,
(7.11) dit,z') € Z,
d<p§71t,x1> €Z.

By (7.11), it follows that if z € ¢dZ*, (7.10) is equal to 1.
Ultimately, we find that indeed, each of the expression { } in (7.7) is periodic
in z € C of period 2imqd, ... ,2imqd. Therefore, we will write (7.7) in the form

(7.12) Si(a,z) = Z {exp(a(pjj-lt, %} +d

g€(Z/dZ)i—1

j—
p 1,5 T 1 er
Z o1 ) ~(phoat. =)))
= (P11, €™ q
- }( + 2imggy)
—— T+ 2imqyr) .
(pf_,ai,ae) +2ink—al)
Lees 2qtanh< pimouae) ik )
In particular Sy(a,z) is periodic in z € C? of period 2inq, ... ,2irq.

Now we claim that S;(a, ) is periodic in a € C, with period 2img. In fact, since
el = (ael)!,
(7.13) (pj_1cie’) = (pj_yai, (@e’)’) .
Also by (2.12),

- p 1% n’ ~ j)I>
(7.14) (pi_yt,e?) = (t,¢’) E "p ;O[Z ) (pl _t,e™).
n=1 n— no

Since t € R, then (t,e’) € Z and so, by (7.14), we get

J—=1 7 ~ NI
I i (pr_10i,, (ae’)") I n
(7.15) (pjflt,eﬂ = —Z T o, ) (py,_1t, €™y mod (Z).
n—1 n n
From (7.12), (7.13), (7.15), we find that
(7.16) Si(a+2imqg,x) = Si(a,x — 2inqae’)
Sl(a’a ‘T) )
i.e. Si(a,z) is periodic in a with period 2img.
Put
(7.17) L= Y Si(2irk,x).

kEZ/qZ
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Clearly
1 .
(7.18) L;= p Z Sr(2ink, ).
k€Z/dqZ
From (7.18), we obtain

1 2imfk 2imk
(7.19) Li=— > exp< y >S,( y x)

0<f<d
keZ/d2qZ

By (7.12), for generic x, we rewrite (7.19) in the form

(7.20) LI:% 3 { 3 Resa_zmk[exp<al<pj—1(t+(ilfej)mﬂ/@]

kEZ/d2qZ 0<f<d

ge(z/dzyi—1
+dz i" 13" >Lll<p£1t,€"/q>D
n—1%in
11 - — }}(z+2i7rqgj).
[I;cer 2 tanh (<P1710‘ivaej2/j+2“fk*ﬂ>) ev —1
Now we just saw that the function of @, o<f<¢ ..., which appears in the

g€(z/dz)i—1
right-hand side of(7.20), is periodic of 2imgd.
We claim that for f, 0 < f < d, g € (Z/dZ)’~*, the function of a,

eXp(a[p§,1<t+q§ej>,ef/q>}) .

(pf_ ozi,aej/d-l—QiTr/l;—mI) ed — 1
[Ticer 24 tanh( = 2q )

(721)  hpgla)=

is periodic of period 2imd?q. This follows from the fact that since t € R,
(7.22) d(pj_,(t +qfej ¢’) € Z,
d<p§71ai,ej> €Z.
By Proposition 2.14, if t/q ¢ H,

(i1 (t+qfel), el /q)

(7.23) o<l - y ]<1.

Then for given f,0 < f < d, g € (Z/dZ)’~!, we will apply the theorem of residues
to the function hy 4(a) on the domain given in Figure 7.1. By (2.65), for at least one
iy € 1, (pi_ i, e?) # 0. For generic z, mod (2imd®q), the poles of the function
hs 4(a) other than the 2imk are simple and given by

d ~ ,
(7.24) a= W oo ((p?flozij ,al — 2irk) + 2i7rgjq) )
j*l 5

0< gj < d|<pjl’—1aijaej>| ) ij ¢ I, <pgl‘—1aijaej> 7é 0.
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FIGURE 7.1

Needless to say, in (7.24), d{(pj_,cv;,e7) € Z. Tn view of (2.28) , we rewrite (7.24)
in the form

d S . . I N
(7.25) a= m@j_laij, (.T + Q@Wq(g‘j)],ij) — 2imk) ,
0<¢’ < d|<p§71aij,ej>| .
By periodicity, the integrals of hy j(a) over d1 and d_ cancel each other.
Using the theorem of residues and (2.70), (2.76), (2.78), (7.20), (7.23), (7.25),
we get

(7.26) Ly = % >

0<f<d ,ge(z/dz)i—1
igidagy ey )#£0 ,0<gT <dl(p]_jay;,ed)]

1 . i ~ .
{ ey P (2”@5” Ve Bpf-a(t+afes), €' /a)
]—1 59

AN SN ¢
s M[é@{ll(wqﬁj),e"/qﬂ)

(pp—1cvi,,€m)

1

(I,ij) .
(p; 7y, 2imk—al)
Hie(l,ij) 2q tanh (_ i > )

1

} (z + 2imq(g, 95)1.i;)

d{pt oy ,zl) !
eXp( @571&1.;161) ) -1
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We claim that as functions of x;;, the terms in the right-hand side of (7.26)
are periodic of period 2imgd. In fact this follows from what we saw after (7.7), by
replacing j — 1 by j. We also claim these functions, are periodic as functions of z;,,
with period 2imqd(p]_,ai;,e?). In fact, using (2.29),

dipl_ oy, € d
(7.27) a0 ¢) €Z.
(ail,... ,aij> (ail,... ,CYj—1>

(p(-ﬁif)ai, 2imk — x)
In view of (2.63), (7.27) takes care of the terms tanh ( / 5
q

among the term (p) ;i ,z"), n < j, only (p} i, x") depends on x;;. More
precisely by (2.63),

) . Also

0
8zij

(7.28) (pj_qai,a’) =1.

Clearly,

<pl'7 aijaej> 1 i
(7.29) qdhd E<p§f1(t+11f€j),€]/Q> =
j*l 15

d(pj_(t+ qfe;),¢’) mod (Z).

Using (2.29), we find that (7.29) is 0 mod (Z), i.e. the left-hand side of (7.29)
lies in Z. Ultimately, this guarantees the periodicity of the functions appearing in
(7.26) in z;,, with period 2imqd(p}_,a;;, 7).

Now by (2.29),

‘ Al ;)
I 1) s Gy
(730) d<pj71aij 7 €J> N (azl ) ) aij—1>
From (7.30), we find that
(7.31) d<p§_1aij,ej> | d?.

Since the functions in (7.26) are periodic in x;; of period 2i7rqd(p]1-71aij ,e7), using
(7.31), in (7.26), we may and will replace the condition 0 < g7 < d|(p]_,a;;,e’)| by

I el
.- ; .. . P14, €
the condition 0 < ¢/ < d?, and this introduces a correcting factor M

in the right-hand side of (7.26). Using the periodicity in x;, of period 2imqd, we
may finally replace the condition 0 < ¢/ < d? by 0 < ¢/ < d, with a new correcting
factor d. Ultimately in (7.26), we replace the condition 0 < g7 < d|(p}_;av;,e7)|
by 0 < g/ < d, with a correcting factor |(pf_,a,,e7)]. Also by (7.30),

(7.32) sgn<p§_1aij ,el) =sgn{ay,, . .. , 0 )8gn(Q, ..., Q1)
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So, from (7.26), (7.32), we get

-1
(7.33) Li=— > sgn((aiy, .oy, N, au,))

0< f<d,g€(Z/dZ)I
ij:(&il,,“,aij):é()

J

. (Lyi5) o o\ T j (p’{l—lain ) ‘TI)
exp (20 B o)1+ ). ) 40y Lot
1 n— In)

n

Ll (t+ afes), e /a)
E

1

(1,i5) ~ }(x + 2i7rqg(1,ij))
Mgy, 2a tank (2op2imi=rt
ig(I,i;) 24 2q
1
d(p]’.,laij,zU) 1 )

(p§71aij 1€j>

exp (
Clearly
exp(2im Z;Zl kit e’ /q))

(7.34)  Ly(t,z) =

2im{a, > _ kjely—x;\
k=(k1,... k) E(Z/qZ)" Hle 2g tanh ( < Z’g’q ) )
Also with the notation in (2.63),
(7.35) (Plo, !y = ;.
Then we use (7.33), so that if t € R/qR, t/q ¢ H,
-1
(736)  Ly(t,2) = — >

0<fl<d,gcz/dz
(e )£0,k=(k2,... ,kT)E(Z/qZ)" 1

i i t ! ) !
sgn{o, ) exp | 2im(pi™ (¢ + gf er). k) + d—2 P e /q>]
<ai1> d
1 . 1
(:L' +2”qu1'1) dx. :
exp( L ) -1

(oviy)

I

(p(il)ai,2i7rk7:c )
[T, 20100 (7 2mis)

Using (7.33), (7.36) and an obvious iteration, in view of (2.83), we obtain (7.6).
The proof of our Theorem is completed. O

7.2. A residue formula for M,(¢, z).
Definition 7.3. For ¢ € N*, t € R/qCR, z € (C\2inZ/m)*, put

2im(A,t
(7.37) My(t,z)= Y exp(2im(A. t/q)) .
= — ], 2qtanh (2l
AeCR"/qR" 1Lli=1 2qtan 2q
Now we will adapt the formalism of Sections 2.5 and 2.6, with t/C'R replaced by
R/qCR. If f(t) is a function on R/qCR, if p € CR /R, put

(7.38) fult) = === Y e f(t+qu).

veR/CR
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Then by (2.92),
(7.39) =3 .
weCR"/R"

Proposition 7.4. If € CR /R, if A\ € CR represents 1, fort € R/qCR,
(7.40) (M\q)#(t, x) = exp(2im(\,, t/q))Ly(t, x — 2imal,).
Proof. It A€ CR"/qR", then

exp(%?{?t/q})u = exp(2im(\, t/q)) if X maps to u
(7.41) in CR'/R"

0 otherwise .

Then
— exp(2im(A + Ay, t/q)
(742) (Mq)u(t,l') - Z £ QiW(ai,)\>—‘U&I¢—2iﬂ'<ai,>\u>) ’
AR /qR" [[;—1 2¢ tanh ( 2q )
which is equivalent to (7.40). O
Proposition 7.5. For ¢ € N*, t € R/qCR, z € (C\2inZ/m)",
(7.43) My(t,x) =Y exp(2im(\y,t/q)) Lo(t,  — 2imaN,) .
WeCR' /R
Proof. This follows from (7.39), (7.40). O

_ Recall that 7 is the projection t/CR —>_t/§. Then 7 induces the projection
R/qCR — R/qR. Also recall that the set S C t/CR was defined in (2.111). By
(2.45), (2.111),

(7.44) {te R/qCR,t/qc S} = {teR/qCR,1t= thozj,
JjET
{aj,j € J} does not span t*}.

Theorem 7.6. For generic values of x € (C\2irZ/m)¢, t € R/qCR, t/q & S, if
we still denote by t a representative of t in R, then
(7.45) Myt ,z) =

_1)r .

( d’“) Z sgn((a,, ..., 04,)) exp(2im(Ay, t/q))

I=(i1,...,ir)C{1,... ,£},I generic
f€R/dR,g€(2/dZ)" ,ucCR* /R*

a; ol I .
l@@(dzpjlije]; [$<pj1(t+qf)763/q>D

p] 10@],
1 . e
) e, (z + 2imqgr — 2imal,,)
[I;cer 2q tanh (T)

1

(
T d<p1‘1ai'7zl>> >
i |lexp| —/4—F—L— ) -1
H_]fl < p <<p5311 aij7€j>

Proof. This follows from Theorem 7.2 and Proposition 7.5. |

T — 2imah,) .
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Definition 7.7. If I = (iy,... ,i,) is generic, let H! be the lattice in t generated
by a®', ..., o',
Recall that C C R* was defined in Definition 1.35.

Proposition 7.8. The following identity holds
(7.46) c= J H"

I generic

In particular for I generic,
(7.47) dH' ¢ R".

Proof. The identity (7.46) follows from the definition of C. Then (7.47) follows
from (2.21), (7.46). The proof of our Proposition is completed. O

By Proposition 7.8, we have a natural projection
(7.48) nl . H'JdH' — H'/R",
whose kernel is just
(7.49) kerh! = R"/dH" .

Proposition 7.9. For any generic I,

—x dr
(7.50) |R"/dH!| = ————.
|<ai15 s aair>|
Proof. Recall that ey, ..., e, span R, and e',...  e” span R". Therefore
(7.51) R /dH'| = d"[{a™ A...A&'e1 A...Ne)|

dr
|<Oéi1 AN /\Oéir>| ’

The proof of our Proposition is completed. [l

Theorem 7.10. For generic values of x € (C\_2i7rZ/m)Z, fort € R/qCR, t/q ¢ S,
if we still denote by t a representative of t in R, then

(7.52) My(t,z) = }%} U >

we€C/R* =01, ,ir)Clu,I generic
fECR/IR
1 exp (2im ((u, t + qf)))

(ail, C ,CYiT> H'ECI thanh (W%m)

T

a 7
exp dz pj L

j=1 p] 1041],€J>

1

T d(P]I',loéij xl) _ .
Hj:l (GXP (<Z)§j11 Olij,(ij> 1

[§<p§1(t+qf)7€j/Q>})
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Proof. Clearly the map g € (Z/dZ)" — gf € H!/dH' is one to one. Also if t € R,
f € R, by (2.13), (2.28), (2.29),

" (pl_ ., 2imqgl) T1 .
7.53 d S : —(pl_,(t J
( ) exp Z <p§7104ij,€]> d<p_]—1( +qf),€ /q>

j=1
= exp(2im(t + qf, g7)) = exp(2im(t + qf,h' g7)).
Moreover by (2.115),

(7.54) (i, (@\)!) — @\,)i = 0.
Also if i ¢ I, using (7.47),
(7.55) (i g1) = (91)i = (ai, g7)

¢fai,g1) = alas, hlgf) in Z/qZ.
Finally by Proposition 7.8, the map h! : H'/dH! — C/R" surjects on {u €
C/R",I C I,}, and by (7.49), (7.50), the fibre has ﬁ elements.
From (2.13), (2.119A), (7.45), (7.53)-(7.55), and proceeding as in the proof of
Theorem 2.28, we get (7.52). The proof of our Theorem is completed. O

7.3. The Verlinde sums. Recall that by Proposition 1.27, if A € ﬁ*, the char-
acter y of G does not depend on the choice of a Weyl chamber K such that A € K.
Also by Proposition 1.28, if w e W

(756) XwX = XX -

Moreover the function (i‘c)2(t) is well defined on T’ = t/R".
Now we introduce the Verlinde sums [58], [3].

Definition 7.11. For g € N, ¢ € Z*, 61,... .0, € CR, put
g—1 1
W2
AECR™ /qCR
o2(X/q)#0

*

CR

757 V 9""798 = | ==
( ) g,q( 1 ) 4CR

S

1 Mq
] 29—2 HX(’j(e )
o\ a)p2 11
By Proposition 1.12; we get
cor |

7.58 V 9)"'798 = |
( ) g,q( 1 ) 4CR

L - eMa
2. Gapygps Lo

\eqPNCR"

Recall that in Section 1.8, it was shown that 2;21 0; € R, if and only if for
(wh, ..., w®) € W9, Z;lejHjE}_E. B

By Proposition 1.29, observe that if Z;Zl 8, € R, then H;Zl X0, (eM9) is a
well-defined function of A € CR" /qR.
Theorem 7.12. If 377, 0; ¢ R, then

(7.59) V,q(01,...,0)=0.
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If 2;21 0; € R, then
" z0)
w2

S

. 1T xe, (M%)

o\ /g)m2 1L

*

CR

760 V 9,...,95 = |
( ) g,q( 1 ) 4CR

Proof. Clearly

s |9—1

CR

761)  V,o(01,....0,) = |—=
(T8 Vialr....0) |qCR

1 1

W 2 GO T

Wl | o (fo(\a)>
o2(X/q)#0

> T xee¥etny.
well JORI=L

Using Proposition 1.29 and 1.30, (7.61), and the fact that Z(G) = R /CR, we get
our Theorem. O

Theorem 7.13. The following identity holds
(7.62) Vool01,...,00) = [ ] xo, (/).
j=1

If one of the 0;’s does not lie in R,

(7.63) Vge(bh,...,05) =0.

More generally

(7.64) Vge(br,...,05) =0, +1 or —1.

Proof. By Proposition 1.10 and 1.11, we get (7.62). By Proposition 1.31 or by
Theorem 7.12 when s = 1 and by (7.62), we get (7.63). By (7.62) and by Theorem
1.32, (7.64) follows. The proof of our Theorem is completed. O

Let K be a Weyl chamber.
Definition 7.14. If 6 € CR ", put

1 .
(7.65) ) = == 3 eyedimwleron,
J(t) weWw

By (3.115) , if p 4+ 0 does not lie in a Weyl chamber,

(7.66) X5 () =0.

If p + 0 lies in the Weyl chamber w K, then

(7.67) Y?(t) = Xp+0—wop(t) -
Also if w e W,

(7.68) Yoo (t) = X4 (t).
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Definition 7.15. For g€ N, g€ Z*, 01,... ,05,0541 € ﬁ*, put

x19—1
—K CR 1
769 V 97...,95,95 = | —
( ) gﬁq( 1 +1) CR |W| . ;7
€CR*/qCR
o2(X/@)#0

S

Faray Lo R @),

Theorem 7.16. For g € N, q € Z*, the following identity holds

(-1
(7.70) V(01 ,05) = -== > enee
|qCR| (vt w2)eW?

=K
Vg-l—l,q(ela s 7957'01/7 + 1}2p) .

Proof. Recall that
By (7.57), (7.71),

s |91
CR 1
772 V 97...795 == | =
( ) !qu( 1 ) qC’R | | . 72*7
€CR*/qCR
a2(X/q)#0
1 s
1T xo, € 9xi (e ).

o) |

By (7.56), we may and we will assume that 6;,... ,05 € ﬁi =CR NnK.
Using (1.94), (7.72) we obtain

=1

-1

¢

CR
CR Z
(773) ‘/;77(1(91,... 798) = q|T|
AECR*/qCR
a2(A/a)#0

s+3

1 1
o e, o e

('Lul,... 7ws)em/s+3 Jj=1

s s+3
exp [ 2im (> w!(p+0;)+ Y wip,\g)
j=1 j=s+1
B ABla1
:(71)Z|CR [C T Z 0 : 2 : s+1
(W seomzm oV @) (a(N )
o2(A/q)#0
s+1
Z EplEy2 Z H Ewi
('Ul,'u2)EW2 (wl,... 7ws+1)evys+1 j=1

exp [ 2im (Y w! (p+0;) + w ™ (p+ 0l p+v7p), M) |
j=1

which is just (7.70).
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The proof of our Theorem is completed. [l

Remark 7.17. If w € W, p +wp € R. Therefore (7.59) and (7.70) are compatible.
Also observe that the fusion rules [3], [568] express V 4(.) in terms of V,_1 4(.). Here
equation (7.70) goes the opposite way.

7.4. A residue formula for the Verlinde sums. In the sequel, we fix a Weyl
chamber K C t, and we use the notation in Section 2.
Also by (7.56) and (7.59), we may and we will assume that

(7.74) 0, cCR, =CR NK ,1<j<s,
Zoj GF.
j=1

Definition 7.18. If w € W, let o, € S, let £4(1),... ,e,(¢) € {—1,4+1} be such
that for 1 <i </,
(7.75) w ;= ew(1)ag, (i) -

By [15, Corollary V.4.6 and Lemma V.4.10] , we know that

¢
(7.76) Ew = H ew(7).
i=1
Definition 7.19. For z € C¢, w € W, put
‘ 1
(7.77) Pu(x) = 1:[1 1 e—calim

Equivalently, by (7.76),
4

1 1t .
778 w = ey = ezxicw(m
(7.78) pule) =eo ] 5 gpme
i=1
Theorem 7.20. For g > 2, q € Z*, the following identity holds
Z(G
(7.79)  Vyu(01,...,05) = Vol(T)29—2q(g_1)T%
_ 1.0 1 -
(—1)4a=D) Res(z:O ) - s Z ngwj(x/q)
[Hz‘:l ZSinh(g—;)} (wh,... ,ws)eWs j=1
M, ijGj,:c
j=1
For g >0, for s even, 2g — 2+ s > 1 and q € Z*, the following identity holds
Z(G
(7.80) Voya(1,...,05) = Vol(T)29—2q(g_1)T%
_ 1.0 1 -
(_1)6(9 I)Res(zzo ) - 53Tz Z H €wi
[Hizl QSinh(g—;) (wh,... ws)eWs j=1

M3 0+ 6),)
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FIGURE 7.2
Proof. First we assume that ¢ > 2. For A € CR /qR , w = (w',...,w") € W*,
r € (C\2irZ/m)*, put
1 S
(781> U)\,w(x) = 29—2 H Ppi (‘r/q)

[Hle 2 sinh(g—;)}

0
H (sz()\ o) — z) ’

i=1 2q tanh 5

Then U) (x) is a meromorphic function of 1,... ,x,, which is periodic of period
g, ... ,2i7wq.

For € > 0, let A; be the domain in C given in Figure 7.2. For ¢ > 0 small
enough, as a function of z; € A., the function Uy ,,(x) has poles at 0, and also at
2imq [(’\ al)] Here ¢ [(’\ O‘”} is the real number in [0, ¢[ which represents (A, «;)
mod ¢. For € > 0 small enough, the poles do not meet the boundary 0A, = §_Ud..

Assume first that [ (o } # 0. Then 2imq [< ai)} is a simple pole of Uy ().
We now use the theorem of residues on A.. Since g > 2, as x; — Fo0 inside A,

the function Uy ., (z) tends to 0. Also since Uy () is periodic of period 2imq in
the variable z;, the boundary integrals cancel each other. Therefore

(7.82) Resg,=oUxw(x) + Res %rq{ Q,w] Urw(z)=0.



SYMPLECTIC GEOMETRY AND THE VERLINDE FORMULAS 195

Clearly
(7.83)  Res, o e Unu(@) =

q

2g—2
1 H 1
2isin (220n) 5 2sinn (32)
> 1 o1 20\ ;) Ty 1
H Dwi ? e —q , 7{] gee ey ; 2i7r<>\7ai>—zi .
j=1 j=#i 2qtanh (T)
Assume now that [%} = 0. Then as a function of z;, the function Uy ., (x)

has a single pole at x; = 0. By the theorem of residues used as before, we get
(7.84) Resg,=oUxw(z) =0.
By (7.83), (7.84), we obtain

1
(7.85) (—1)“s=DResl ¢ Y ew(D)
[Hf 2 sinh (g—;)} (wh,... ws)EWs q

S
i 1
Mq wjt?j,z — —2
2 : E : . g—2
Jj=1 AECR*/qR*,02(\/q)#0 (ZKU(A/Q))
(wl,... ,ws)ews

H Dy (2i7r (A a1) yen ,in@) exp (2im(w’0;,\/q)) .
j=1

q

Now by (1.94), (7.75), (7.78), for 1 < j < s,

(7.86) Z Oupi (22’71‘%, coL2dm <)\’qal>) exp (2im(w’0;,\/q))

= X@j (eA/Q) .

From (1.17), (7.85), (7.86), we get (7.79).
Now we consider the case where g > 0, s is even and 2g — 2+ s > 1. Put

¢
1 1
(787) H/\ﬂu(‘r) = P ] N 2g—2+s H 94 tanh <2iw(/\,a¢>—zi) '
[Hz‘:1 2 smh(%)} i=1 2¢ %y
Then H) ., () is a meromorphic function of 1, ... ,z,. Since s is even, it is periodic

of period 2ing, ... ,2inrq in x1,... ,Zy.

Assume that [(’\fj‘ﬁ} % 0. Since 29 — 2+ s > 1, as x; tends to oo inside A,
H) . (z) tends to 0. We thus find that the analogue of (7.82) holds, with Uy .,
replaced by Hy .. The analogue of (7.83) is now

29—2+s

— _ 1 1
Resm:%ﬂ'q{%} Hk’w(x) B [Zi sin(wfi“) HJ#Z 25inh(z—g)
1
Hj#i thanh(w) )

2q

(7.88)
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Also the analogue of (7.84) still holds. So we get the analogue of (7.85),

- 1
(7.89) (—=1)*9~DRest " - s S et e
[H1 2 sinh (;—;)} (wl,... ,w*)EWs

~ _ _ 1 1
Mq ];w (P + oj); x| = Z (ieU(A/q))Qg,Q (U()\/q))é

NETR*/qR*,02(\/a)#0

(wl,... ,wS)ews
H €wi exp (2im(w! (p+ 0;), A/q)) .
j=1
Now by (1.94), for 1 < j < s,
1 )
(7.90) e 2w XD (p+07), M) = X,V

wieWw

From (?7), (7.89), (7.90), we get (7.80).
The proof of our Theorem is completed.

Remark 7.21. It is crucial that in_(7.80)7 s is even. In fact under the given con-
ditions on the 6;’s, >>°_, w/6; € R, but we know that >-°_, w’p € R only if s is

even.

7.5. The generic case with g > 2.

Definition 7.22. We will say that (61,...,0,) verify assumption (4,) if for any

(wh, ..., w®) € W9, % ;:1 wi0; & S.

In the sequel, if u € C /E*, we choose once and for all a representative of u in

C, which we still denote by u.
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Theorem 7.23. If g€ Z*, g > 2, if (b1, ... ,05) verify (A,), then

R A e
%vQ(Gl""aQS)‘ﬁ‘VOI( 29 212(G )lq(g 1)( 1)2(9 1)+

Wi
1
Z Z (ail,...

uEC/R* I=(i1,... yir)ETy 7aiT>
fECR/dR

29—2+s
1

aER, 251nh( (o, 2T Jq+ 227Tu>)

(7.91) Z Ewl -+ -Ews €XP ((Z wp, xI/q>

(wl,...,ws)eWs j=1

I
Res,_g

+2i7r<2wj(p+ 07) + qf, u>>

Jj=1
I s
p] 1al])$> 1 I k .
exp (d) =P wOr/q+ [ ). €)
( jzl p] 1(11 ,eJ> ld J 1(}; )
1

1,... 0 1 > T
Resi:o : 29—2 H Pwi (E)Mq(tv )
_ j=1

1
(7.92) Res'"y ’”{ 5=z [ [ owi (2/9)

a;,x! 42imqu) —x;
[I;cer 2 tanh (%)
1
<Oéi1,... O‘ir>
o (03 LT Lt . )
e p] 1CY1],€]> d j—1 7q
1

r d(P]I;ﬂ)‘ij xT) . '
Hj:1 (eXP< (;D]I‘,lozij,eﬂ ) 1)

exp(2im(u,t + qf))
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Observe that in the right-hand side of (7.92), the expressions starting after exp(2im (u, t+
qf)) does not depend on the x;, i & I.

Now we explain how to evaluate the residue in (7.92). We use the notation in
Definition 2.47.

L. The case i € 1, i ¢ I, ori €1, € Ly, i € {01(1),-- s Qo (p,)}-

Note that the above condition just says that ¢ ¢ I, and {(a;,u) € Z, a; &
{OZG-I(l), NN ,Oégl(pi)}, or <OLZ',’U,> g Z. If <OL¢,U> S Z, (67 ¢ {OZG-I(l), cee ,Oégl(pi)}, for
at least one k € I, k > i, then (a;,a*) # 0. So since the {zj}xr>; have not yet
been made “small”, for generic x, (a;,x!) is “large”. So we find that under the
assumptions we made in 1., for generic z, mod (2imqZ), (o, ! + 2imqu) should
be considered as different of 0. Then by proceeding as in (7.82) and using the fact
that g > 2, we get

1
29—2+s
[2 sinh (g—;)}

eTIq 5:1 €5 (1)Ti

(7.93) Resy, =0 [

1 1 B
(o, +2imqu)—x; -

1 29—2+s
|:2 Sinh ( <0¢i7zl+2iﬂ'qu> ) :|

o371 (X 5o € (Do a’ +2imqu)
29

2. The case where i ¢ I, i € I, and o; € {Qs1(1y, -+ Qg (p,)}-
In this case (a;,u) € Z, and so

1 _ 1
(o, x4+ 2imqu) —x; o (aial)—m;
2¢g tanh (—q ) 2¢ tanh ( . )

2q q

(as,a”)
1 1- tanh (;—;) tanh (;—q)

v (2) [ (<)>)> |

tanh (;—q

(7.94)

Now since a; € {1 (1ys -+ 5 Qot(p,) }5 (i, x!) is a linear combination of the Tl (),
k < p;, which have been made “small”. Therefore we get the expression

1 tanh (—(a;’zl>) tanh? (—(O‘g’ml>)

(7.95) —— =1+ . ~

tanh ((%2_;)) tanh(x;/2q) tanh®(z;/2q)
tanh(z;/2q)

In view of (7.92), (7.94), (7.95), for k > 1, we should evaluate

1 1 s (), 1
(7.96) Resz,_, [ o Sy € () - ] _
[2 sinh(z;/2q) tanh” (z;/2q)

The function of x; which appears in (7.96) is periodic of period 2imq. Recall that
the contour A, was defined in the proof of Theorem 7.20. For £ > 0, 0 is the only
pole inside A.. By using the theorem of residues as in (7.84), and the fact that
g > 2, we find that (7.96) vanishes.
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From (7.94)-(7.96), we see that if i € I, i € I, a; € {Qs1(1), -+ , Qp1(p,)}, then

1 s ,
(797) Resziol 59=3Fs 62714; Zj:1 ij(’b)ibi
[2 sinh(a:i/2q)}
1
2q tanh ((a“z +2217Tqu wz)
Using (7.79) in Theorem 7.20 and (7.92), (7.93), (7.97), we get
Z
(7.98) Viga(01,...,0s ’_ Vol(T)%9~ 2] “EI/')'q(g Dr(—1)tle=1+r

>y

weC R 1=(i1 1 ir)ETu (ahv'-- 7ai7‘>
fECR/dR

2g—2+s

1 1
Res’_ :
O{ H 2 Slnh( ) 1;[] 2 sinh ( (ai,zfgfmqw )

> ews (i)
Z Ew! swsexp< Z(ZEW i)y, — z! +1617>>

(wl,...,ws)eWs iZ T q

exp (2iﬂ(u,Z(M +w0;) +qf))

j=1
e dzw Lt (3 w0+ ar) el fa)
j=1 (pj_10u;,€7) | d i k=1 7
1 |
r d(p!_ o, aT) '
[T (eXP (ﬁ) - 1)

Now observe that if i € I,

(7.99) (i, 2!y = z; .

Therefore

(7.100) D ewiGas al) + > ey (i)a; =
il iel

V4
(3 sl o) wazaz, ..
=1

Also if i € I C Z,, then (a;,u) € Z, and so

2g—2 29—2
(7.101) ! S
' 2sinh ( <&i11];r2i7fqu> ) T2 5111(2—) ’
q
1 exp (2i7r<u,5wj (i)ai)) 1
2 sinh (W%W +i7r) 2 2 sinh (g—)
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From (7.98)-(7.101), we get (7.91). The proof of our Theorem is completed. O

Remark 7.24. Clearly,

2g—2

1
2 sin (<a@-,zf/g+2m>)

(7.102)

does not depend on the representative u in C. Also

1
acR, 2sinh ((ai, ! [q + 2imu)
1
wei, 1—oxp (— (wia,al Jq + 2iru)

(7.103)

) Ewi €XP ((wjp, o' g+ 2i7ru>) =

does not depend either on the representative u € C. This explains why the terms
in the right-hand side of (7.91) do not depend on the choice of the representatives
of w.

7.6. The non generic case for g > 2. Recall that the functions [z]4, [z]— were
defined in (6.140). o
Let n1, ... ,nr be r functions from R/dR x {I, Igeneric} into {4, —} such that if

f=> Fej € R/R, I = (i1, ... ,i,), thenn;(f,I) dependsonly on f1,... , f9, i1,
1
First, we will extend Theorem 7.2 to the case where t € R/qR is arbitrary.

Theorem 7.25. For any t € R/qR, there are meromorphic functions 1(t, s,
)y 0i(E Ty i1, Tig1y .., X)) - .. which vanish identically whent/q &
H, such that

(7.104) Ly(t,z) = (=1 > sen ({qiyy .., 0aq,))

I=(i1,... yir)C{I,... ,£},I generic
FER/dR,gE(Z/dZ)T

i)l el
[exp<d27pﬂ 113:,‘7;; [Slalt+af), ;>]m(m>

jlpJ

T

(z + 2imqgr) [ |
(

Jj=1 exp

1
[1;ce;r 2q tanh (W)

1
d(p;,laij 7I‘I>) 1

(Pj_qovij,e’)

+ngi(t,x1,.. X1, Ty e ,1‘@).

Proof. We use the notation in the proof of Theorem 7.2. Let 7y,...,m;-1 €
{+,-}. We define S;(a,z) as in (7.7), except that |%(p! ¢, %ﬁ is replaced

by [é@{n,lt,%ﬂn ,1<n<j—1

s li—1-
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FIGURE 7.3

Take n;(f) : {0,...,d =1} — {4, —}. Then we rewrite (7.20) in the form

1
(7.105) Li=— > { >

k€Z/d2qZ 0<f<d
/& ge(z/dz)i—1

l ( [<p§1(t+qfej),ej/q>]
Resa:%ﬂ'k exXp| a
n; (f)

d
j—1 pI 10[_ $I> 1 s
+d Y | =it €/ q)
7;1 <p{1_104in,€"> d ' .
1

1
v = x + 2imqgr) -

(pl_ ovi,aed Jd42imk—al) e® — 1} }(
[Licer 2qtanh< Pica - ) e

Instead of (7.21), we now set
< {(p§1(t+qfej)f‘—j>} )
exp | a | —F———pg—"1
5 (f) 1

(pf_ ozi,‘“‘j +2irk—al) | e* — 1 '
[Licer 2qtanh< ERP

(7.106) hyg(a) =

201

The key point is that we do no longer assume that (7.23) holds. Equivalently

(pi_1 (t+afe;),e’ /q)

may now well be an integer.

d
For n € N, we now replace the contour in Figure 7.1 by the contour of Figure
7.3. We apply the theorem of residues to hy 4(a) on this contour, and let n — +o0.
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1 el
Clearly, if M is an integer, if n;(f) = &£, then

(7.107) 1in1[1 hfg(a) =0,
lim hfg(a) =F :
im hygla) = —=
a—Foo I oy, 2imk — !
T oun (2 ')
24
<p§71ai,ej>:0
1

(_1)\{iecz,(p§,1ai,ef‘>¢o, sgn(pl_jai,el)=+1}|
(2q)1°"]
Observe here that by (2.65), {i € °I; <p§_1ai,ej> # 0} is non empty. Then by
(2.63), the right-hand side of the second equation in (7.107) does not depend on
{‘ri}iGCI ,(p§71ai,ej>;ﬁ0'
So by proceeding as in (7.21)-(7.25), we find that

I . e'
o if <pj’1(t+qjej)’ /9 is not an integer, (7.26) still holds, with [ ] replaced by

[Tl dne [ by
(pj_:(t+afe;).e’ /a)

o if
replaced by

(7.108) L= —é >

0<f<d ,ge(z/dz)i—1
ijidey ey )#0 0<gT <dl(pf gl

is an integer, writing n; instead of n;(f), then (7.26) is

1 . i)~ 4
{7@1 7 P <2m<p§f’ e BBl (b + afes). e /a)
jf

+ay Py, ) E@{H(t +afe;), 6"/q>Ln>

<p{1710‘in ) en>

1

T (z + 2imq(g, 95)1.4;)
90 tanh (pj a;,2irk—xT)
[ig(1,i,) 2qtan %
1
d<PJI-710‘ij 7ZI>) .

(p§71aij a€j>

t4q
exp(

0<f<d
g€(z/az)9—1

Jj—1 ( I I

Prn-1Qi ) 71,

dg —_— = t,e”

lexp( —~ <p711_104i,€n> |:d<pn71 , € /q>i|7]n>
1

H el (ph_ o, ik — xl)
2q

ier
<p§71ai,e.7>:0

(x + 2imqgr)

1
(2¢)11

(_1)|{iecf,<p§,1ai,eﬂ'>¢o, sgn(pj_ e )=n; (O}

the key point being that the last sum in (7.108) is a sum of functions which do not
depend on the z;, i € °I , (p}_ v, e;) #0).

Using (7.108) and proceeding by recursion as in the proof of Theorem 7.2, we
get (7.104). The proof of our Theorem is completed. O
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Remark 7.26. The last term is the right-hand side of (7.108) depends in a non trivial
way on the choice of 77;. More precisely, it is a sum of terms depending on 7; up to

sign. As a corollary, we find that the function Zf Gi(t, X1, o i1, Tigp1,y e Tp)
also depends on the choice of 71, ... ,7, in a non trivial way.
Now we extend Theorem 7.6 to the general case. We still take n1,...,n, as in

Theorem (7.25.

Theorem 7.27. For any t € R/qR, there are meromorphic functions
P1(t, T, ... )y i (T i1, Tig1, - -, Tg) which vanish identically when
t/q & S, such that

(7.109) My(t,z) =
—1)" .
( d’“) Z sgn((a,, ... ,04,)) exp(2im(Ay, t/q))
I=(i1,...,ir)C{1,... ,£},I generic
FER/dR,9€(2/dZ)" ,uETR" [R*
I
(p_yeu;,2") 1 .
exp dz Gl L+ an. o)
p] 10;,e7) |d n; (£,1)
1 ~
G (@ + 2imqgr — 2imaA,)
[I;cer 2q tanh (#)
- 1 .
H (x — 2imgaN,) +

N d<p1‘71ai'1m1>
=1 _tJ-" g —
T exp ( (l_yai.e9) 1

‘
Z"/’i(t7$1a--- ST 1, T 1y e ,T0) -
—

Proof. Using Proposition 7.5 and Theorem 7.25, we get (7.109). O
Given (wl,... ,w*) € W?, let nlwl""’ws),... ,nswl""’ws) be s functions from

R/dR x {I, I generic} into {+, —} having the properties listed before Theorem 7.25.
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Theorem 7.28. If q € Z*, g > 2, then

(7110) ‘/91(1(917 o ,95) — ‘%‘ VOI(T)2972Mq(gil)r(fl)e(g+l)+r

W
1
Z Z <Oéi1,... aair>

w€C R* T=(i1: ir)ETu
fECR/dAR

29—2+s
1

O¢€R+25mh( (o, I/q+2mu>)

Z Ewl -+ - Eqps €XP <(Z wjp,CUI/Q>

(wl,...,ws)eWs j=1

+2i7r<2wj(p +607) + qf, u))

I
Res,_g

j=1
I s
oxp dZM Lol (2 ) e
(pj_youy,e7) | AT\ g , (Wl we)
j=1 k=1 n; (f:1)
1

. d(pl_y i, al) '
Hj:l (exp ( Wl _jouel) | 1

Proof. We use(7.79) in Theorem 7.20 and 7.27, and also the arguments in the proof
of Theorem 7.23. We will show that for 1 <7 </,

]:[spuﬂ EE/q wz(‘rlw" sy Li—1y Liglye-- 71;[) =0
g—2 "

from which (7.110) will follows. To establish (7.111), we only need to show that

1 S
(7.112) Res,—o 5775 || s (2/a) = 0.

o (5]

The proof of (7.112) is the same as the proof of (7.84).
We have thus established our Theorem. O

7.7. The general case. We will now establish another form of Theorem 7.28.
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Theorem 7.29. If g > 0, if s is even and if 29 — 2 + s > 1, the following identity
holds

R L1Z@G)] .
7113)  V,o(b1,...,0,) = |—=| Vol(T)29 2 20 yla=1)r (_1)ég+1)+r
(T113) Via(Or.eoe00) = || voir o2 2 go-or oy
> Y
ueC/R* =01, ir)E€Ty oo
FECR/IR
29—2+s

1
acR, 2sinh (%(ai,:cf/q + 2i7ru>)

I
Res,_g

Z Ewl -+ - Ews eXp(2i7T<Z w? (p+07) + qf,u))

(wl,...,ws)eWs Jj=1

A I oy, ot L wk .
exp(dzj_l@pj_1 - >[$<p§—1<27(p+0k)+f),6]>] . )

T ol
(pj—lalwej> k=1 4 n§ e (f,)
1

. d(pl_ i, aT) '
Hj:l (exp ( (pj_ycij.e7) ) N 1)

Proof. We proceed as in the proof of Theorems 7.23 and 7.28. Instead of (7.79)
in Theorem 7.20, we use (7.80) and we still use Theorem 7.27. In particular the
obvious analogues of (7.93) and (7.97) still hold because s is even and 2g—2+s > 1.
For the same reason, the analogue of (7.111), (7.112), with ¢ replaced by 1 still
holds.

The proof of our Theorem is completed. O
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8. THE VERLINDE FORMULAS

In this Section, we prove the Verlinde formulas, in the restricted sense which was
described in the Introduction. Namely, we show essentially that for p large enough,
the Riemann-Roch number of M/G is given by the Verlinde formulas. Also we
show that the Riemann-Roch numbers of suitable perturbations of M/G are given
by the Verlinde formulas.

This Section is organized as follows. In Section 8.1, we establish our results
under a suitable genericity assumption on the holonomies. In Sections 8.2 and 8.3,
we consider suitable perturbations of the moduli space.

8.1. The generic case. Here we will assume that s > 1, 29 — 2 + s > 1, that

t1,...,ts are regular and lie in the alcove P, and that (¢1, ... ,ts) verify assumption
(A) of Section 6.8. Namely we assume that for any (w',... ,w®) € W* 3% wit; ¢
S

Recall that M C Z was defined in (6.20). Here we assume that M is not reduced
to 0.

Theorem 8.1. Forp € M, p > 0 large enough,

(8.1) Ind(Dp,+) = Vg pre(pts, ..., pts).

Proof. By Theorem 6.29 and by Theorem 7.12, we know that if Z§:1 pt; ¢ R, then

both sides of (8.1) are equal to 0. So we may as well assume that Z;Zl pt; € R.

First we consider the case where g > 2. Observe that for p € M large enough,
(pt1,...,pts) verify (Api.). By comparing formula (6.129) in Theorem 6.33 and
formula (7.91) in Theorem 7.23, we get (8.1).

Now we consider the case g = 1. By Theorem 7.16, we get

(8.2)

—1)¢ —K
V17P+C(pt15 e aptS) = # Z e’ule’u2v2,p+c(pt17 cee 7ptsvvlp + ’UQP)'

CR”
(p_i_c)ﬁ (Ul ,’UQ)EVV2
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Observe that for p large enough, (pti,...,pts,vtp + v2p) verify (Apic). Using
(1.17), Theorem 7.23 with g = 2 and (8.2), we obtain

Z(G
33 Viprelots... ot = 2 gy
W]
> Y
w€C/R" 1=liiimeTy T
fER/dAR,neCR* /R*
s+3
1
Resizo H Z Ewl « -« Eqps+3
aER4 QSlnh( <Oé ac[/q—&— 227Tu>) (wl,... ws+3)eWs+3

s+1 s+3
exp<zwap, S+ ) + 2> ity /ot )+ S wp(pt ) A

j=1 j=s+2

s+3
+2i7r<ij(p +pt)+ Y wip+(p+of, u>>

j=1 j=s+1

{exp <dz Lﬂ;; l$<p§_1(;wkptk/(p o)+

]1pj 1ala

s+3 .
> whp/(p+e) +f),eﬂ>D
k=s+2

1
( n }(
T p] 1041 5L -
Hj:1 (eXP ( <PJ 1%]@]) ) 1)

Since (t1,... ,ts) verify (A), by Proposition 2.14,

T —2imah,).

(8.4) (pi_y Zwktk + f,el) ¢ Z

By proceeding as in (6.131) and using (8.4), we get for p € M large enough,

s+3

P2 Q_w'pte/(p+c)+ Y who/(p+e)+ 1)) =

k=1 k=s+2

IS

85) [

s+3

W (Y ot/ 0+ + )] + 3l Y whef(p+a)ed).

k=1 k=s+2

[

IS

Also by (2.13),

s s+3 s+3

86 S DT NS ko) = (3 whp/p+ cal).

j=1 <pj_104ij,€]> k=s+2 k=s+2
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So by (8.3), (8.5), (8.6), we get

(87) ‘/LZH’C(ptlv e 7pt5) =

> X :
uGC/I_Z* I=(i1,.. yir)EZTuy <ai1" o ’air>
fER/dR,u€CR* /R*

s+3
1
Resizo Z Ewl .-
o, 2sinh (2! /(p+ ) +2mu>) =
s+3
eXp<ijp, (p+e)+( ), wjp, ) +
j=s+1

2i7T<Z wpt;/(p+ €), Au) + 2i77<z w! (p+pt’) + (p+ o) f, u>>

j=1 j=1

I
p_] 1al]7x>
{eXp <d E 7€j>

p] 10[1 9

1

3(p§—1<iwkptk/(p +c) + f)vej>] )

k=1

1

}(Jc — 2ima\,) .
. ! a2ty |
Hj:l <exp < <p 1% 7ej> ) 1)

Now by (1.94), (7.71),

(8.8)

) =1

€w €X w,
1L, Rsmh( + 2imu)) Z w exp({wp

(@, 2

N[=

Ews+3
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By (8.7), (8.8), we obtain

(89) ‘/l,p-l-c(ptla s 7pt5) =

> X

weC/R" T=la.ir)€u
fER/dR,ueCR* /R*

W

—

<ai15' . aair>

S

1
Resglc:0 H Z Ewl -+ Es
a€Ry 2sinh ( <a II/(p + C) + 2Z7TU>) (wl,...,ws)eWs

exp(ijp, /(p+c)) +227r2wjpt /(p+c), A

Jj=1

+2@'7T(Z w (p+pt!)+ (p+o)f, u))

j=1
I s

(oo mar 1 (5 o)
k=1

p] 10[1 9

1

(
r d<1’J 1% T n }
Hj:l <exp < <p lal 7ej> ) - 1)

By comparing (6.129) and (8.9), we get (8.1) for g = 1.
A similar proof can be given for the case g = 0. The proof of our Theorem is

x — 2ima,).

completed. O
8.2. The perturbed case at %. Now we make the same assumptions as in
Section 6.11. Namely take p € M,p > 0. We assume that €q,... € E t are such
that form ¢ €]0,1], < p L+ Lej € T is regular, and for any (w',... ,w*) €
we ¢ €]0,1], Z 1w3p+c Jrﬂe] §Z S.
Theorem 8.2. For g > 2,

Pty +le;
(8.10) Id(DS7F ) = Vet o pty).
For g =0 org=1,if (ti,...,ts) verify (A), for p € M and p > 0 large enough,

equation (8.10) still holds.

Proof. By Remark 6.36, we find that if Z§:1 pt; ¢ R, then the left-hand side of
(8.10) vanishes. By (7.59) in Theorem 7.12, the right hand-side also vanishes. As
in the proof of Theorem 8.1, we may and we will assume that 2;21 pt; € R.

First we consider the case g > 2. Then (8.10) follows by comparing (6.146) in
Theorem 6.40, and (7.110) in Theorem 7.28.

In the case 0 < g < 1, we proceed as in the proof of Theorem 8.1, and use (8.10)
in the case g > 2.

The proof of our Theorem is completed. O
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8.3. The perturbed case at p+pt . Observe that if t € P, for p € N, ﬁ € P,
i.e. 22 ig yegular. This follows follows from (1.33), (1.34), (1.36).

ptc

The same argument as in the proof of Proposition 6.38 shows that if s > 1,
given p > 0,p € M, there exist €1,..., eé € t such that for £ €]0,1],1 < j S s,
%t&jETisregular, and for any (w!,... ,w )GWS,EG]O,I],Z L w? ( =+
£€j) ¢ S

In Theorem 6.35 we now take

p—ct;

(811) 5j = pch +€Ej.

p+pt;
. . . e
By the construction of Section 6.11, we get a Dirac operator D, .

Theorem 8.3. For g >0, and 29 — 2+ s > 1, for £ €]0,1],
p+p

+le
(8.12) Ind(D, (W N =V prelpta, ..., pts).

Proof. As in the proof of Theorems 8.1 and 8.2, we may restrict ourselves to the
case where 2;21 pt; € R. First assume that s is even. Then (8.12) follows from
(6.136) in Theorem 6.35, with d; given by (8.11), and from (7.113) in Theorem
7.29. When s is odd, first we perturb the s holonomies as indicated before. Then
we add an extra marked point x4, with holonomy equal to 1. We perturb the
holonomy 1 to a generic holonomy, and we use the result we just prove with s+ 1
marked points. We can then gently make our holonomy 441 tend to 1. This is in
fact possible because the perturbation of the first s holomnomies are generic and
verify condition (A. The proof of our Theorem is completed. O

Remark 8.4. Suppose temporarily that the assumptions of Remark 6.41 are satis-
fied. In particular we assume the holonomy ¢; to be central and represented by
ho € P. A direct treatment would show that an analogue of (8.12) would still hold,
where, in the Verlinde sum (7.57), the term xpn, (e)‘/(p*‘c) should apparently be
replaced by €, exp(2im(hoy,A)). However Theorem 1.33 tells us that indeed, this
is just Xph, (eA/ (P+¢) 50 that we recover indeed the standard Verlinde formula.
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